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A new, robust traffic detector was developed to work in 
dynamically-changing and naturalistic, real-world settings while 
simultaneously recognizing multiple objects of interest in pre-
crash scenarios.  
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Problem Statement
Automated interpretation and understanding of the driving environment 
using image processing is a challenging task, as most current vision-
based systems are not designed to work in dynamically-changing and 
naturalistic real-world settings while simultaneously being tasked to 
recognize multiple objects of interest, such as traffic signs, cars, traffic 
signals, etc. 

Background 
Inappropriate driver maneuvers, distracted driving, and aggressive 
driver behaviors are believed to account for the majority of crashes 
on roadways (Liang et al. 2012). An accurate understanding of these 
behaviors, which may lead to an increased risk of traffic incidents, 
requires the careful study of driving in a naturalistic, real-world setting.

In recent years, a number of naturalistic driving studies have been 
conducted to acquire more accurate pre-crash causal information and 
details regarding the frequency of these crash-contributing factors in 
normal driving. However, data captured during these studies consists 
of very large, low-resolution videos recorded from vehicles traversing 
different types of intersections, under varying levels of congestion and 
lighting conditions. 

To maximize the use of this valuable safety dataset, vision systems with 
a high-level of understanding of scene dynamics around the naturalistic 
driver must be developed. 

Goal and Objectives
The goal of this study was to develop a vision system with the ability to 
capture the dynamics of the driver in a naturalistic setting. The research 
objectives were as follows:

•	 Explore the use of both deep learning and multi-scale decomposition 
as viable approaches for automating the detection and classification of 
objects in understanding pre-crash causal factors 

•	 Test the new, robust, and efficient detector and compare performance 
with current state-of-the-art detectors 

http://www.intrans.iastate.edu/


Research Description 
With a focus on naturalistic videos of traffic signs in the 
US, the researchers used data from the Second Strategic 
Highway Research Program (SHRP2) to conduct the 
experiments in this study. 

By using both top-down and bottom-up approaches 
to the deep learning and multi-scale decomposition 
methods, the researchers garnered insights into the 
strengths and drawbacks of each, paving the way 
for testing their detector (named Shape-ACF), which 
incorporates aggregate channel features or ACF-based 
detection with a shape descriptor.

Research Methodology
The researchers collected and annotated an additional 
dataset from the SHRP2 naturalistic driving study—
the first dataset of its kind with elaborate classes and 
annotations. In total, 17 different object classes were 
annotated and classified into four main groups:

•	 Traffic information signs

•	 Speed limit signs

•	 Vehicles and tail brake lights

•	 Traffic signal status

The test set data were drawn from videos of 37 distinct 
trips on signalized and non-signalized routes, with a 
total footage of about 2 hours. Although the test set 
was mostly randomly selected, videos containing trips 
on both types of routes, at different times of day, in 
changing weather conditions, and at varying video 
resolutions were purposely included. 

A novel multi-scale decomposition method was proposed 
and compared to the researchers’ customized deep-
learning architecture. Further experiments were done to 
obtain insights for future study, including a performance 
comparison of the proposed method (in terms of 
accuracy and processing time) with two other detectors: a 
pure ACF-based detector and R-CNN based detector. 

Key Findings
The actual precision of the proposed vision system 
varied by category of traffic object. For instance, the 
status of traffic lights, cars, and vehicle brake lights were 
detected at a precision rate of about 85%. The precision 
rate fell to about 80% and 70% for traffic signs and speed 
limits, respectively.

Overall, the proposed system provided the highest 
true positive rate for lower false positive values while 
performing much faster than the other two detectors 
examined. 

•	 The average precision for traffic sign recognition was 
about 70%. Pedestrian Crossings and Signal Ahead 
traffic signs had the lowest precision rates compared 
to all other road traffic signs in the database 
inventory. These two signs had high false positive 
responses (especially in poor weather conditions) 
because the system confused them with other road 
signs such as Merge and Added Lane, which also have 
a noticeable yellow background color and similar 
geometric structure. 

•	 The precision rates for all speed limit signs were mostly 
similar (about 80%), with the exception of Speed Limit 
signs for 25 and 35 miles per hour (mph). These two 
signs were found to be very difficult to distinguish, 
especially in bad weather or in low resolution images. 
About a fourth of all detection for 25 mph speed limit 
signs was actually for speed limits of 35 mph.

•	 At signalized intersections, the most crucial class of 
objects needed to evaluate driver behavior and safety 
includes cars, traffic light status, and vehicle brake 
lights. The precision rates for these classes of objects 
differed by time of day, as the precision rate fell by 
about 20% at night. For example, vehicle brake lights 
are more easily detected at night.

•	 The experimental results show the promise of the 
proposed system, which provided the highest true 
positive rate for lower false positive values and a faster 
performance compared to the two other state-of-the-
art detectors. 

•	 The Shape-ACF detector was especially useful when 
performing traffic sign detection on mobile devices 
with limited processing capabilities. But, the R-CNN 
based detector still provided higher accuracy on 
special processors such as graphical processing units, 
especially when the false positive rate was slightly 
increased because of detector performance.



Implementation Readiness 
and Benefits
The results of the proposed vision system could be used 
to better understand baseline driving behaviors (i.e., 
driver performance and trip characteristics), identify 
risk factors that contribute to hazardous situations, and 
improve the ability to develop safety countermeasures for 
road design. 

Ultimately, the proposed vision system provides 
appreciable levels of performance for the task at hand 
(i.e., successfully automating the detection of objects in 
a naturalistic driving setting). Additionally, the detector 
can be used to gather additional information about 
vehicle surroundings that is currently not available in 
the naturalistic driving study data or through the SHRP2 
roadway information database.

Recommendations for 
Future Research
One important gap that was not covered in this study is 
evaluation of the influence of detected objects on driver 
behavior. For example: What is the relative distance 
of a detected object from the participating vehicle, 
and which types of traffic conflicts are prevalent at 
signalized intersections? 

Future studies in this direction will require fusing 
outputs of the vision system with other auxiliary 
datasets such as global positioning system (GPS), laser, 
and accelerometer readings for each participating vehicle. 
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