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EXECUTIVE SUMMARY

Background and Problem Statement

Frame piers are a popular type of bridge pier composed of columns that support a cap beam. Frame piers are often the most economical pier choice when a pier does not need to be placed in water or designed for vehicular collisions. However, certain frame pier geometries, such as long frame piers, are susceptible to forces caused by temperature and shrinkage effects. In design, thermal strain, shrinkage strain, creep strain, and even the nonlinear behavior of concrete may not be considered together. This can lead to questions about the adequacy of the current set of design requirements for this category of piers.

Research Description

In this research project, a set of finite element (FE) models capable of simulating shrinkage strain, creep strain, thermal strain, strength development of concrete, and nonlinear behavior of concrete were developed and calibrated using experimental test results. Field data were then collected from bridges instrumented with vibrating wire strain gauges embedded in the frame piers at the time of construction. Further to obtaining firsthand information from the field, the FE models were validated using collected field data. Various frame pier geometries were then analyzed using the validated model to identify the most susceptible geometries. These results led to the development of two-dimensional (2D) linear elastic models that simplified the assessment process without losing accuracy.

Key Findings

- Based on the results of field monitoring activities and supporting FE simulations, it was found that frame piers cast in Iowa on warm summer days, particularly in June and July, experience the most demand from temperature and shrinkage effects compared to other times of the year.
- Frame piers with nonuniform columns, such as larger exterior columns or varying column heights, were not found to be more susceptible to these effects than piers with uniform columns. Bay length was also found to have a negligible effect on the susceptibility of frame piers to these effects.
- The most critical factors affecting frame pier susceptibility were found to be column stiffness, length of the cap beam, and flexural stiffness of the cap beam. Column stiffness was observed to have the greatest impact on the susceptibility of frame piers to these effects.
- The development of 2D linear elastic models helped provide a simplified assessment process without losing accuracy. Overall, the requirements set by the Iowa DOT’s Bridge Design Manual were found to be adequate in capturing the performance of frame piers subjected to temperature and shrinkage forces.
Implementation Readiness and Benefits

Considering the construction cost advantages of frame piers compared to hammerhead piers, the development of appropriate design strategies is essential to ensure the satisfactory performance of this category of piers, particularly taking into consideration the fact that they can be subjected to relatively large shrinkage and temperature forces during their service lives.

It was advantageous to develop a set of models with varying levels of complexity capable of simulating the effects of temperature and shrinkage. This helped identify the frame piers most susceptible to these effects. Furthermore, various metrics, along with a simplified 2D analysis, can now be utilized during design to help predict the susceptibility of frame piers to temperature and shrinkage effects.
CHAPTER 1. INTRODUCTION

Background

Frame piers, also known as multi-column piers, are a common type of bridge pier. This pier type consists of multiple columns that support a cap beam. The cap beam directly supports the superstructure of the bridge. The foundations of frame piers can vary significantly to best suit site conditions. Common types of foundations used in frame piers include drilled shafts, pile caps and piles, and spread footings.

Frame piers are common due to their economic benefit compared to other types of piers, such as T piers. This is because the smaller member sizes and simplistic geometry of frame piers use less material and allow for easier construction. These benefits make frame piers the primary choice for piers in road overpasses, railroad overpasses, and stream or river crossings in Iowa when piers do not need to be designed for vehicular collisions or placed in waterways (Iowa DOT Office of Bridges and Structures 2018).

Research Motivation and Objectives

Due to their economic benefits, frame piers are often the top design choice for bridges. However, in some analyses, frame piers may experience high forces due to shrinkage and temperature effects. Designing for these high forces may diminish the economic benefits of using frame piers.

This study aimed to accurately calculate the forces imposed on frame piers by temperature and shrinkage effects and provide design guidance for such forces. The first objective was to develop a numerical model that could accurately model the behavior of frame piers subjected to shrinkage, creep, and temperature effects. The next objective was to identify the most critical factors that make a frame pier susceptible to shrinkage and temperature effects. The last objective was to investigate the accuracy of various metrics used to predict the susceptibility of frame piers to temperature and shrinkage effects.

These objectives were achieved through a set of investigations, ranging from long-term field monitoring to rigorous three-dimensional (3D) and two-dimensional (2D) structural analyses.

Research Summary

A numerical model was developed to simulate the behavior of frame piers under temperature and shrinkage effects. A shrinkage and creep model was selected for the model and calibrated using experimental test results. The numerical model was validated using field data collected from two instrumented frame piers.

The effect of the time of frame pier casting was investigated to determine its effect on the magnitude of forces due to temperature and shrinkage. A worst-case casting time was then
chosen for use in a series of parametric studies to investigate the effects of column stiffness, frame length, and bay length on the behavior of frame piers subjected to temperature and shrinkage effects. This investigation was then paired with simplified 2D analyses using linear elastic models.

**Research Benefits**

The results of this study have led to more informed design guidance for frame piers in Iowa and beyond. The outcome helps predict the susceptibility of frame piers to temperature and shrinkage effects, thus preventing underdesign or overdesign of this important category of piers.
CHAPTER 2. MODELING OF SHRINKAGE AND CREEP

Background

Shrinkage

Shrinkage is the contraction of concrete with time. The overall shrinkage effect is composed of multiple types of shrinkage. The causes, duration, and contribution of total shrinkage strain are different for each shrinkage type. However, two types of shrinkage are most prominent from a design standpoint: autogenous shrinkage and drying shrinkage (Šahinagić-Isović et al. 2012).

Autogenous shrinkage, also known as hydration shrinkage, is caused by the loss of water in the concrete’s pores due to the chemical processes involved in hydration. Since autogenous shrinkage depends on hydration, the rate of this shrinkage matches closely to the rate of strength development of the concrete and is most prominent in the first month after casting. For example, 60 to 90% of autogenous shrinkage of concrete occurs by 28 days (Šahinagić-Isović et al. 2012). Autogenous shrinkage strain affects ordinary concrete much less than drying shrinkage strain. A typical range of ultimate autogenous shrinkage strain is 50 to 100 microstrain (Tinni 2008).

Drying shrinkage is caused by the loss of water in the pore spaces of the concrete to the environment. Environmental factors, such as humidity, wind velocity, and temperature, majorly influence drying shrinkage (Ali and Urgessa 2014). Additionally, concrete thickness affects drying shrinkage, with drying shrinkage occurring more slowly in thicker members. Drying shrinkage occurs over a much longer period than autogenous shrinkage. For ordinary concrete, drying shrinkage is generally several times more prominent than autogenous shrinkage, with a typical range of 200 to 400 microstrain (Šahinagić-Isović et al. 2012).

Another type of shrinkage, known as plastic shrinkage, can be a significant component of total shrinkage. However, plastic shrinkage only occurs in the first hours after casting and is caused by rapid evaporation or absorption of water into formwork and the environment. Generally, the strength of concrete is too low when plastic shrinkage occurs for notable stresses to form in the concrete. Additionally, current curing practices mitigate rapid evaporation of water, thus further reducing the effects of plastic shrinkage (Šahinagić-Isović et al. 2012).

The progression of shrinkage greatly depends on the concrete mixture, geometry, and climate conditions (Khatami et al. 2016, Kulkarni and Shafei 2018, Khatami and Shafei 2021). Generally, a shrinkage curve is steepest early on and then flattens with age. For example, up to 34% of the ultimate shrinkage can occur in the first 2 weeks after casting, and up to 80% can occur in the first 3 months (Gribniak et al. 2013). Since shrinkage can occur so rapidly early on, it can be relaxed with time by creep. Around 40 to 70% of shrinkage stress can be relaxed by creep (Gribniak et al. 2013, Altoubat and Lange 2001). Due to the stress relaxation from creep, many design guides, like the Bridge Design Manual (BDM) from the Iowa DOT, design for shrinkage effects at 28 days after casting (Iowa DOT Office of Bridges and Structures 2018).
Both tensile and compressive stresses are known to result from shrinkage in reinforced concrete. In unrestrained members, the steel reinforcement generally experiences compressive stress, while the concrete generally experiences tensile stress. Tensile stress in the concrete is critical, since concrete is susceptible to cracking under tensile stresses which adversely affects the performance of the concrete (Gilbert 1992). Stress induced by shrinkage can affect the structural behavior of reinforced concrete. For example, shrinkage in reinforced concrete columns has been found to reduce stiffness, cracking resistance, and ultimate strength. The magnitude of these effects depends on the amount of steel reinforcement in the member and the shape of the member (Lampropoulos and Dritsos 2011).

Shrinkage does not occur uniformly throughout a cross section of a concrete member. Rather, the magnitude of shrinkage varies throughout the cross section due to the difference in moisture content at the surface and at the center of a member (Karim et al. 2019, Shi et al. 2020a, Shi et al. 2020b, Kazemian and Shafei 2022). However, it is common to consider an average shrinkage strain for analysis purposes. For example, many popular shrinkage models estimate shrinkage by providing a single, average shrinkage strain for a concrete member (ACI 209 2008, ACI 209 1992, Baweja 1995). One method to apply shrinkage strain in analysis is to input the strain as a static, initial condition (Lampropoulos and Dritsos 2011). This approach is limiting since shrinkage varies with time, as does the strength of concrete. A more suitable approach for time-sensitive analyses is to accurately model the shrinkage strain with time, which most shrinkage models are capable of calculating.

**Creep**

Creep occurs when concrete continuously deforms over time under a sustained load. Creep strain depends on stress history, with the amount of creep increasing as stress increases. Creep depends on time and occurs most rapidly soon after a load is applied. Under certain loading and structural configurations, creep can act as a stress relaxation mechanism. For example, creep can relax stress due to restrained shrinkage. An important property of creep under variable loading is that after a load is removed, only part of the creep strain is recoverable, and the recovery is time dependent (ACI 209 2008).

Creep is often quantified in one of two ways: creep coefficient or specific creep (Tong 2016). Creep coefficient is the ratio of creep strain to elastic strain. Specific creep, also known as creep compliance, is the total stress dependent strain per unit stress. There are two components of creep: basic creep and drying creep. Basic creep is generally considered a constitutive material property and independent of geometry (ACI 209 2008). Basic creep occurs even when concrete is fully submerged in water. Drying creep is defined as the total strain minus shrinkage strain, basic creep strain, and elastic strain. Drying creep requires both the drying of concrete and an applied stress and does not occur if either is absent.

Depending on the level of stress and desired accuracy, it may be adequate to assume that the creep coefficient for tensile creep is equal to that of compressive creep (ACI 209 2008). This assumption is useful as compressive creep in concrete has been studied significantly more than tensile creep (Østergaard et al. 2001, Khan et al. 2017, Bissonnette and Pigeon 1995, Wei and
Hansen 2012). However, studies have noted differences in the behavior of tensile creep and compressive creep (Wei and Hansen 2012, Ranaivomanana et al. 2013, Gilbert and Ranzi 2018). Therefore, it is suitable to uniquely account for tensile creep and compressive creep in analyses where creep is an important factor.

The literature focuses more on compressive creep, partly because concrete’s lower strength under tension compared to compression means that tensile creep experiments need to be performed at much lower stress levels than compressive experiments. The lower stress levels make reliably measuring creep strain more difficult. The studies that have investigated tensile creep behavior discovered that more tensile creep occurs than compressive creep under the same loading (Wei and Hansen 2012).

**Modeling Shrinkage and Creep**

Modeling shrinkage and creep is a demanding task due to the large number of variables that must be considered and the complexity of the mechanisms that cause shrinkage and creep. Fortunately, numerous models have been developed to predict shrinkage and creep. These models are often empirical and may only require a few inputs to predict shrinkage or creep. However, the simplicity of these models can lead to significant error, especially when predicting shrinkage and creep of concrete composed of an unusual mixture or exposed to unusual environmental conditions.

This chapter explores some of the most popular shrinkage and creep models that are used in bridge research. The performance of various shrinkage and creep models were analyzed by comparing the outputs of each model to data from shrinkage and creep experiments. The concrete mix and environmental conditions of the experiments used to assess the models were selected to match well with those for frame piers. A single shrinkage and creep model was selected and further calibrated for tensile creep and variable loading. The final calibrated model was used throughout this study in tandem with finite element (FE) analysis software to simulate the effects of temperature and shrinkage for frame piers.

**Available Shrinkage and Creep Models**

**ACI 209R Model**

The American Concrete Institute (ACI) 209R shrinkage and creep model empirically predicts the shrinkage strain and creep coefficient of concrete as a function of time (ACI 209 1992, 2008). This model also provides an ultimate shrinkage strain and creep coefficient. Shrinkage strain is predicted based on the age of the concrete, curing method, time of drying, relative humidity, volume to surface ratio, slump, fine aggregate to total aggregate ratio, cement content, and air content. The creep coefficient is predicted based on the age of the concrete, curing method, time of loading, relative humidity, volume to surface ratio, slump, fine aggregate to total aggregate ratio, and air content. The ACI model defines shrinkage strain according to equation (2.1).
\[ \varepsilon_{sh}(t, t_c) = \frac{(t-t_c)^\alpha}{f + (t-t_c)^\alpha} \varepsilon_{shu} \]  

(2.1)

where \( \varepsilon_{sh}(t, t_c) \) is the shrinkage strain at a concrete age of \( t \) days, \( t_c \) is the age of the concrete at the time of drying in days, \( \alpha \) is a constant between 0.90 and 1.10 to tune the model to experimental data, \( f \) is a constant between 20 to 130 days to tune the model to experimental data, and \( \varepsilon_{shu} \) is the ultimate shrinkage strain. The ultimate shrinkage strain is defined according to equations (2.2) and (2.3).

\[ \varepsilon_{shu} = 780 \gamma_{sh}(10^{-6}) \]  

(2.2)

\[ \gamma_{sh} = \gamma_{sh,tc} \gamma_{sh,RH} \gamma_{sh,ps} \gamma_{sh,s} \psi \gamma_{sh,c} \gamma_{sh,\alpha} \]  

(2.3)

where \( \gamma_{sh} \) is the product of all correction factors for the ultimate shrinkage strain.

Creep coefficient at any time according to ACI 209R model is defined according to equation (2.4).

\[ \phi(t, t_0) = \frac{(t-t_0)^\psi}{d + (t-t_0)^\psi} \phi_u \]  

(2.4)

where \( \phi(t, t_0) \) is the creep coefficient at a concrete age of \( t \) days, \( t_0 \) is the age of the concrete at the time of loading in days, \( \psi \) is a constant between 0.40 and 0.80 to tune the model to experimental data, \( d \) is a constant between 6 to 30 days to tune the model to experimental data, and \( \phi_u \) is the ultimate creep coefficient. The ultimate creep coefficient is defined according to equations (2.5) and (2.6).

\[ \phi_u = 2.35 \gamma_c \]  

(2.5)

\[ \gamma_c = \gamma_{c,tc} \gamma_{c,RH} \gamma_{c,ps} \gamma_{c,s} \psi \gamma_{c,c} \gamma_{c,\alpha} \]  

(2.6)

where \( \gamma_c \) is the product of all correction factors for the ultimate creep coefficient.

A significant benefit of the ACI 209R model is that the model is relatively simple yet allows tuning the model to experimental data. For example, the \( \alpha, f, \psi, \) and \( d \) constants from equations (2.1) and (2.4) can tune the shape of the shrinkage strain and creep coefficient curves. Additional factors can be applied to the ultimate shrinkage strain and ultimate creep coefficient to modify the ultimate values. This allows the model to accurately match nearly any set of experimental data. The model also provides recommended ranges for ultimate shrinkage strain, ultimate creep coefficient, and all constants to ensure an accurate estimate is obtained.
**AASHTO Model**

The American Association of State Highway and Transportation Officials (AASHTO) shrinkage and creep model empirically predicts the shrinkage strain and creep coefficient of concrete as a function of time (AASHTO 2012).

Shrinkage strain in this model is predicted based on the age of the concrete, time of drying, relative humidity, volume to surface ratio, and compressive strength of the concrete. The creep coefficient in this model is predicted based on the age of concrete, time of loading, relative humidity, volume to surface ratio, and compressive strength of the concrete. Shrinkage strain according to the AASHTO model is defined according to equation (2.7).

\[
\varepsilon_{sh} = 0.48k_s k_{hs} k_f k_{td} (10^{-3})
\]  

(2.7)

where \(\varepsilon_{sh}\) is the shrinkage strain at any time and \(k_s, k_{hs}, k_f,\) and \(k_{td}\) are correction factors.

Creep coefficient according to the AASHTO model is defined according to equation (2.8).  

\[
\phi = 1.9 k_s k_{hc} k_f k_{td} t_i^{-0.118}
\]  

(2.8)

where \(\phi\) is the creep coefficient at any concrete age, and \(k_s, k_{hc}, k_f,\) and \(k_{td}\) are correction factors.

The AASHTO shrinkage and creep model is one of the simplest models available. This is because the model is less general and intended for use on a specific set of structures with regulated concrete mixtures, curing techniques, and geometries. Under conditions that the model is intended for, the AASHTO model can quickly provide shrinkage and creep values.

However, if conditions differ from what the model is geared towards, the AASHTO model will likely provide inaccurate predictions. Furthermore, the AASHTO model lacks clear constants with recommended ranges to tune the model to experimental data. However, the model can easily be tuned to match long-term shrinkage and creep behavior by introducing factors into shrinkage strain and creep coefficient equations.

**Bažant-Baweja B3 Model**

The Bažant-Baweja B3 model is a hybrid empirical and theoretical shrinkage and creep model that predicts the shrinkage strain and creep compliance of concrete as a function of time (ACI 209 2008). This model provides ultimate values of shrinkage strain and creep compliance as well as distinguishes between the basic and drying components of creep.
This model predicts shrinkage strain based on the age of the concrete, curing method, time of drying, relative humidity, concrete strength, cement type, water content, cross section shape, and volume to surface ratio. Creep compliance in this model is predicted based on the age of the concrete, curing method, time of drying, time of loading, strength of the concrete, relative humidity, cement content, water to cement ratio, aggregate to cement ratio, cross section shape, and volume to surface ratio. Shrinkage strain according to the B₃ model is defined according to equation (2.9).

\[
\varepsilon_{sh}(t, t_c) = \varepsilon_{sh\infty} k_h S(t - t_c) \tag{2.9}
\]

where \(\varepsilon_{sh}(t, t_c)\) is the shrinkage strain at concrete age \(t\) in days, \(t_c\) is the age of the concrete at the start of drying in days, \(\varepsilon_{sh\infty}\) is the ultimate shrinkage strain, \(k_h\) is a humidity dependence factor, and \(S(t - t_c)\) is the time curve. The time curve is calculated as defined in equations (2.10) and (2.11).

\[
S(t - t_c) = \tanh \left( \frac{(t-t_c)}{\tau_{sh}} \right) \tag{2.10}
\]

\[
\tau_{sh} = 190.8 t_c^{-0.08} f_{cm28}^{-0.25} [2k_s(V/S)]^2 \tag{2.11}
\]

where \(\tau_{sh}\) is the shrinkage half-time in days, \(f_{cm28}\) is the mean compressive strength of the concrete at 28 days, \(k_s\) accounts for member shape, and \(V/S\) is the volume to surface ratio. The ultimate shrinkage strain is defined according to equation (2.12).

\[
\varepsilon_{sh\infty} = \varepsilon_{s\infty} \frac{E_{cm607}}{E_{cm(t_c+\tau_{sh})}} \tag{2.12}
\]

where \(\varepsilon_{s\infty}\) is a constant and \(E_{cm607}\) and \(E_{cm(t_c+\tau_{sh})}\) are the elastic moduli at their corresponding times.

Creep compliance according to the B₃ model is defined according to equation (2.13).

\[
J(t, t_0) = q_1 + C_0(t, t_0) + C_d(t, t_0, t_c) \tag{2.13}
\]

where \(J(t, t_0)\) is the creep compliance at a concrete age of \(t\) in days, \(t_0\) is the time of loading in days, \(q_1\) is a constant, \(C_0(t, t_0)\) accounts for basic creep, and \(C_d(t, t_0, t_c)\) accounts for drying creep. \(C_0(t, t_0)\) and \(C_d(t, t_0, t_c)\) are defined according to equations (2.14) and (2.15), respectively.

\[
C_0(t, t_0) = q_2 Q(t, t_0) + q_3 \ln[1 + (t - t_0)^n] + q_4 \ln(t/t_0) \tag{2.14}
\]

\[
C_d(t, t_0, t_c) = q_5 [e^{-8H(t)} - e^{-8H(t_0)}]^{1/2} \tag{2.15}
\]
where \( q_2, q_3, q_4, \) and \( q_5 \) are all constants, \( Q(t, t_0) \) is a component of aging velocity, \( n \) is taken as 0.1, and \( H(t) \) and \( H(t_0) \) are special averages of pore relative humidity. \( H(t) \) and \( H(t_0) \) are calculated as defined in equations (2.16) through (2.19).

\[
H(t) = 1 - (1 - h)S(t - t_c) \tag{2.16}
\]

\[
H(t_0) = 1 - (1 - h)S(t_0 - t_c) \tag{2.17}
\]

\[
S(t - t_c) = \tanh\left(\frac{t - t_c}{\tau_{sh}}\right)^{1/2} \tag{2.18}
\]

\[
S(t_0 - t_c) = \tanh\left(\frac{t_0 - t_c}{\tau_{sh}}\right)^{1/2} \tag{2.19}
\]

where \( h \) is relative humidity as a decimal, \( S(t - t_c) \) and \( S(t_0 - t_c) \) time curves, and \( \tau_{sh} \) is shrinkage half-time in days.

The B3 model has unique advantages due to its ties to theory. For example, basic and drying creep, as well as specific components of shrinkage, are separated in this model. Additionally, this model is well suited for general use over a wide range of parameters affecting shrinkage and creep. However, this model has little advantage over simple empirical models when calibrating a model to experimental data. This model is complex, especially in comparison to the ACI or AASHTO shrinkage models.

**CEB MC90-99 Model**

The Euro-International Committee for Concrete (CEB) model is an empirical shrinkage and creep model that predicts the shrinkage strain and creep compliance of concrete as a function of time (ACI 209 2008). Similar to the B3 model, the CEB model differentiates between autogenous and drying shrinkage. Additionally, the creep compliance function is calculated from a creep coefficient.

Shrinkage strain in this model is predicted based on the age of concrete, time of drying, relative humidity, volume to surface ratio, cement type, and compressive strength of the concrete. Creep compliance in this model is predicted based on the age of concrete, time of loading, relative humidity, volume to surface ratio, cement type, and compressive strength of the concrete. Shrinkage strain according to the CEB model is defined according to equation (2.20).

\[
\varepsilon_{sh}(t, t_c) = \varepsilon_{cas}(t) + \varepsilon_{c_ds}(t, t_c) \tag{2.20}
\]

where \( \varepsilon_{sh}(t, t_c) \) is the total shrinkage at a concrete age of \( t \) days, \( t_c \) is the age of the concrete at the start of drying in days, \( \varepsilon_{cas}(t) \) is the autogenous component of shrinkage, and \( \varepsilon_{c_ds}(t, t_c) \) is...
the drying component of shrinkage. The autogenous component of shrinkage is defined according to equations (2.21) and (2.22), respectively.

\[ \epsilon_{cas}(t) = \epsilon_{caso}(f_{cm28}) \beta_{as}(t) \]  
\[ \beta_{as}(t) = 1 - e^{-0.2(t/t_1)^{0.5}} \]  

where \( \epsilon_{caso}(f_{cm28}) \) is the notional autogenous shrinkage coefficient, \( \beta_{as}(t) \) is the time development factor for autogenous shrinkage, and \( t_1 \) is one day. The drying component of shrinkage is defined according to equations (2.23) and (2.24).

\[ \epsilon_{cds}(t, t_c) = \epsilon_{cdso}(f_{cm28}) \beta_{RH}(h) \beta_{ds}(t - t_c) \]  
\[ \beta_{ds}(t - t_c) = \sqrt{\frac{(t-t_c)/t_1}{350(V/S)/(V/S)_0^2+(t-t_c)/t_1}} \]  

where \( \epsilon_{cdso}(f_{cm28}) \) is the notional drying shrinkage coefficient, \( \beta_{RH}(h) \) accounts for relative humidity, \( \beta_{ds}(t - t_c) \) is the time development factor for drying shrinkage, \( V/S \) is the volume to surface ratio, and \( (V/S)_0 \) is 2 in.

Creep compliance according to the CEB model is defined according to equation (2.25).

\[ J(t, t_0) = \frac{1}{E_{cm28}} \left[ \eta(t_0) + \phi_{28}(t, t_0) \right] = \frac{1}{E_{cm28}} + \frac{\phi_{28}(t, t_0)}{E_{cm28}} \]  

where \( J(t, t_0) \) is creep compliance at a concrete age of \( t \) days, \( t_0 \) is the time of loading in days, \( E_{cm28} \) is the modulus of elasticity at an age of 28 days, \( E_{cm28} \) is the modulus of elasticity at an age of 28 days (psi), \( E_{cm28} \) is the modulus of elasticity at the time of loading (psi), \( \eta(t_0) \) is the ratio of \( E_{cm28} \) to \( E_{cm28} \), and \( \phi_{28}(t, t_0) \) is 28-day the creep coefficient. The 28-day creep coefficient is defined according to equations (2.26) and (2.27).

\[ \phi_{28}(t, t_0) = \phi_0 \beta_c(t - t_0) \]  
\[ \beta_c(t - t_0) = \left[ \frac{(t-t_0)/t_1}{\beta_H+(t-t_0)/t_1} \right]^{0.3} \]  

where \( \phi_0 \) is the notional creep coefficient, \( \beta_c(t - t_0) \) is a coefficient that accounts for the time development of creep, and \( \beta_H \) accounts for relative humidity.

Similar to the B3 model, the CEB model differentiates between basic and drying creep. Furthermore, the CEB model also differentiates between drying and autogenous components of
shrinkage. The CEB model also allows for modifications to account for unusual temperatures and stress levels.

**Model Calibration and Selection**

An abundance of shrinkage and creep experiments have been performed and published. With that in mind, this study used available experimental data from the Northwestern University Infrastructure Technology Institute (ITI-NU) database to calibrate and analyze the considered models. This database, formerly known as the RILEM database, was created 40 years ago and hosts experimental data from concrete shrinkage and creep tests. Over its life, this database has expanded in collaboration with ACI, CEB, and RILEM and is now maintained by the ITI-NU. The expanded database hosts data for 490 shrinkage tests and 621 creep tests as of 2008 (Bažant and Li 2008).

The primary purpose of the database is to calibrate and validate prediction models, which made this database suitable for calibrating and comparing models in this study. Additionally, the data in this database are mostly for low-strength and normal-strength concrete, which are common for frame piers. Comparing the performance of the shrinkage and creep models by using all the available data in the ITI-NU database is a feat that has already been done and offered little benefit to this study due to the large variation in parameters explored by the test results in the database. This study focused on a single category of structures—frame piers—which are constructed with consistent concrete mixes that adhere to governing codes and standards, common geometry, and relatively common environmental exposure.

Therefore, it was necessary to only select tests from the database that aligned with the mix design and environmental factors that frame piers are known to experience. This approach was preferred due to the high demand needed for a model to accurately capture the effect of all possible ranges of parameters relating to shrinkage and creep. Each of the shrinkage and creep models was calibrated to selected data from the ITI-NU database. Only the ACI model provides variables and guidance for this type of calibration. However, calibration factors are applied to all models. The calibration factors target the time development and ultimate values of shrinkage and creep.

**Unrestrained Shrinkage**

The shrinkage models were calibrated for unrestrained shrinkage using available experimental data from the ITI-NU database. A selection of experiments from the ITI-NU database were chosen based on how well their mix designs, curing types, curing durations, environmental conditions, and ages of exposure to drying compared to that of frame piers.

The concrete mixtures of the selected experiments needed to match reasonably well with Class A concrete as specified by AASHTO (AASHTO 2012). For curing, the selected samples needed to use moist curing and be allowed to cure for at least two full days. For environmental factors, the selected experiments needed to have a relative humidity between 50% and 80% and be exposed
to a constant temperature around 68°F (20°C). Ten experiments from the ITI-NU database were selected based on these criteria and used to calibrate the shrinkage models. The most notable properties of each experiment selected are presented in Table 2.1.

Table 2.1. ITI-NU database experiments used to calibrate and compare shrinkage models

<table>
<thead>
<tr>
<th>Database File</th>
<th>w/c</th>
<th>a/c</th>
<th>Cement (kg/m³)</th>
<th>f&lt;sub&gt;28&lt;/sub&gt; (MPa)</th>
<th>2VS (mm)</th>
<th>t₀ (day)</th>
<th>Humidity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>e_100_01</td>
<td>0.48</td>
<td>5.429</td>
<td>350</td>
<td>33.2</td>
<td>42</td>
<td>7</td>
<td>65</td>
</tr>
<tr>
<td>e_100_02</td>
<td>0.48</td>
<td>5.429</td>
<td>350</td>
<td>33.2</td>
<td>80</td>
<td>7</td>
<td>65</td>
</tr>
<tr>
<td>e_100_03</td>
<td>0.48</td>
<td>5.429</td>
<td>350</td>
<td>33.2</td>
<td>150</td>
<td>7</td>
<td>65</td>
</tr>
<tr>
<td>e_011_03</td>
<td>0.45</td>
<td>5.392</td>
<td>345</td>
<td>35.3</td>
<td>100</td>
<td>7</td>
<td>65</td>
</tr>
<tr>
<td>e_069_03</td>
<td>0.45</td>
<td>5.405</td>
<td>353</td>
<td>23.9</td>
<td>75</td>
<td>7</td>
<td>65</td>
</tr>
<tr>
<td>e_071_02</td>
<td>0.5</td>
<td>-</td>
<td>350</td>
<td>40.7</td>
<td>75</td>
<td>3</td>
<td>65</td>
</tr>
<tr>
<td>e_071_03</td>
<td>0.5</td>
<td>-</td>
<td>350</td>
<td>37.5</td>
<td>75</td>
<td>3</td>
<td>65</td>
</tr>
<tr>
<td>e_084_01</td>
<td>0.48</td>
<td>5.428</td>
<td>350</td>
<td>33.2</td>
<td>41.5</td>
<td>7</td>
<td>65</td>
</tr>
<tr>
<td>e_084_02</td>
<td>0.48</td>
<td>5.428</td>
<td>350</td>
<td>33.2</td>
<td>80</td>
<td>7</td>
<td>65</td>
</tr>
<tr>
<td>e_084_03</td>
<td>0.48</td>
<td>5.428</td>
<td>350</td>
<td>33.2</td>
<td>150</td>
<td>7</td>
<td>65</td>
</tr>
</tbody>
</table>

The selected experiments for shrinkage calibration and analysis had an average 28-day compressive strength of 4.88 ksi (33.7 MPa) and an average age of the concrete at the start of drying of 6.2 days. Additionally, all selected shrinkage experiments had a relative humidity of 65%. Each model was calibrated for shrinkage through two means. First, a single factor was applied to the ultimate shrinkage strain in each model. This factor could be adjusted for each model to best match the model to the experiments. For example, if a model was found to predominantly underestimate the shrinkage recorded in the experiments, this factor could be set to a value higher than unity to improve the accuracy of the model.

A second factor was applied to the time development component of each model. This second factor attempted to modify the shape of the shrinkage curve of each model. For instance, if the long-term predicted shrinkage of a model closely matched that of the experiments, but the rate of shrinkage development differed notably, this factor could be set different from unity to alter the rate at which shrinkage development was predicted.

The ACI model already had two well defined coefficients built in that served as this second factor. However, since the remaining models considered had no such factor already built in, a factor was inserted into each model mimicking that of the ACI defined factors. The calibration factors were calibrated such that each model had only one value for each factor that covered every experiment (i.e., models with a single value for each calibration factor). For each model, data from the selected experiments were plotted against the predicted values of the calibrated models. A data point perfectly matched between the model and experiment if it landed on a line with a slope of one originating from the origin. A graphical comparison of the calibrated models to data from the ITI-NU database is presented in Figure 2.1 through Figure 2.4.
Figure 2.1. Calibrated AASHTO shrinkage model performance

Figure 2.2. Calibrated ACI shrinkage model performance
The final calibration factors affecting the ultimate shrinkage strain for each model were 1.00, 1.20, 1.20, and 1.15 for the AASHTO, ACI, B₃, CEB models, respectively. These values were...
obtained through an iterative approach to achieve the best match between the models and recorded data. The calibration factors affecting time development were found to barely differ from unity among the models.

The coefficient of determination was used to measure the performance of the models by quantifying the correlation between the predicted and recorded values for each model. A perfect match between a model and recorded values would lead to a coefficient of determination (r²) of 1.0. As the predicted values of a model begin to differ from the recorded values, the r² value will decrease. The B₃ model was found to perform the best of all the shrinkage models considered. Overall, the r² value between the predictions of the B₃ model to the recorded data was 0.91. The remaining models had r² values of 0.80, 0.79, and 0.75 for the ACI, AASHTO, and CEB models, respectively.

Additionally, r² values were calculated over certain periods for each model. This allowed insight into how the models behaved during just the early-age period or long-term period of shrinkage. The early-age period was the first 30 days of a specimen being exposed to drying and the long-term period was any time after the first 90 days of being exposed to drying. During the early period, the models achieved r² values of 0.99, 0.96, 0.95, and 0.85 for the B₃, AASHTO, ACI, and CEB models, respectively. During the long-term period, the models achieved r² values of 0.87, 0.76, 0.75, and 0.69 for the B₃, CEB, ACI, and AASHTO models, respectively.

**Compressive Creep**

The creep models were calibrated for compressive creep with experimental data from the ITI-NU database. Experiments from the ITI-NU database were chosen based on how well their mix designs, curing types, curing durations, environmental conditions, and age of concrete at the start of loading matched to that of frame piers.

For concrete mixtures, the selected experiments must have matched reasonably well with Class A concrete specified by AASHTO (AASHTO 2012). For curing, the selected samples must have used moist curing and been allowed to cure for at least two full days. For relative humidity, the selected experiments must have had a relative humidity between 50% and 80% and been exposed to a constant temperature around 68°F (20°C).

Twenty experiments from the ITI-NU database were selected based on these criteria and used to calibrate the creep models. The most notable properties of each experiment selected are presented in Table 2.2.
The selected experiments for creep calibration and comparison had an average 28-day compressive strength of 4.86 ksi (33.5 MPa) and the average age of the concrete at the start of loading of 22.6 days. Additionally, the selected creep experiments had an average relative humidity of 57%.

Each model was calibrated for creep through the same means used for the shrinkage models: applying a factor to the ultimate value of creep of each model and applying a factor to the time development component of each model. These two calibration factors were applied to models to adjust the long-term progression of creep and the rate of creep development of the models. The ACI model already had two built-in coefficients that served as the factor applied to the time component. However, the remaining models had no such factor already well-defined, so a factor was inserted into each model mimicking that of the ACI defined factors. The calibration factors were calibrated such that each model had only one value for each factor that covered every experiment (i.e., models with a single value for each calibration factor).

For each model, data from the selected experiments were plotted against the predicted values of the calibrated models. A data point perfectly matched between the model and experiment if it landed on the line with a slope of one originating from the origin. A graphical comparison of the
calibrated models to data from the ITI-NU database is presented in Figure 2.5 through Figure 2.8.

**Figure 2.5.** Calibrated AASHTO creep model performance

**Figure 2.6.** Calibrated ACI creep model performance
The final calibration factors affecting the ultimate creep for each model were 1.80, 1.40, 0.80, and 0.85 for the AASHTO, ACI, B₃, and CEB models, respectively. The calibration factors
affecting time development were found to barely differ from unity among the models. As with the shrinkage model analysis, the $r^2$ value was used to measure the performance of the models by quantifying the correlation between the predicted values and recorded values for each model. A perfect match between a model and recorded values would lead to an $r^2$ value of 1.0. As the predicted values of a model began to differ from the recorded values, the $r^2$ value would decrease.

The ACI model performed the best of all the creep models considered. Overall, the $r^2$ value between the predictions of the ACI model to the recorded data was 0.91. The remaining models had $r^2$ values of 0.87, 0.86, and 0.85 for the AASHTO, $B_3$, and CEB models, respectively. Additionally, $r^2$ values were calculated over certain periods for each model. This allowed insight into how the models behaved during just the early-age period or long-term period of shrinkage. The early-age period was the first 30 days after a specimen was loaded and the long-term period was any time after the first 90 days since being loaded. During the early-age period, the models achieved $r^2$ values of 0.95, 0.94, 0.94, and 0.89 for the ACI, CEB, $B_3$, and AASHTO models, respectively. During the long-term period, the models achieved $r^2$ values of 0.90, 0.87, 0.83, and 0.82 for the ACI, AASHTO, $B_3$, and CEB models, respectively.

Model Selection

Models were selected primarily based on their ability to predict and match recorded test data. In that regard, the $B_3$ and ACI models were identified as the most performant models for the application of this research. The $B_3$ model clearly predicted shrinkage strain most accurately. However, for the early-age period, which is crucial to shrinkage sensitive structures, the ACI and AASHTO models performed comparable to the $B_3$ model with $r^2$ values of 0.96 and 0.95, respectively, compared to the 0.99 $r^2$ value of the $B_3$ model.

For creep, the ACI model performed best, with an overall $r^2$ value of 0.91. The remaining three models all had similar $r^2$ values, with no model clearly lacking in accuracy to the others. However, the AASHTO model had a notably lesser $r^2$ value of 0.89 over the early-age period compared to the other models, which had values of 0.95, 0.94, and 0.94 for the ACI, CEB, and $B_3$ models, respectively. It is important to note that the ACI shrinkage model relied on slump as its only input regarding water content of the concrete mix. This led to the ACI model being the only model considered that did not use the 28-day mean compressive of the concrete, which also can be related to water content. Given that water content is known to affect the magnitude and rate of shrinkage and creep, water content is a crucial factor to consider in a shrinkage and creep model.

However, the ITI-NU database does not report concrete slumps. Therefore, a uniform slump of 3.5 in. was assumed for all experiments considered. This assumption put the ACI shrinkage model at a disadvantage, as it caused the ACI model to consider all experiments to have the same water content, while the other models consider unique water content for each experiment. However, even with this disadvantage, the ACI shrinkage model compared favorably with the other models.
Simplicity is another factor considered when selecting a shrinkage and creep model. The model selected for this research needed to be programmed to run with an FE analysis. The more complicated a model is, the more complicated the program must be, which can cause complications during debugging. Compared with the B₃ model, the ACI model was clearly the simpler of the two top-performing models. While maintaining the second highest number of inputs, the ACI model had fewer steps and simpler calculations compared with the B₃ model, which also had the highest number of inputs. In this regard, the ACI model was the best model to develop into code.

For this research, the ACI shrinkage and creep model was selected to predict shrinkage and creep. Similar studies investigating shrinkage and creep have used the ACI shrinkage and creep model and have achieved accurate results (Purani 2013, Kasera 2014).

**Further Calibration**

Despite the selected shrinkage and creep model already being calibrated for unrestrained shrinkage and compressive creep through data from the ITI-NU database, other aspects of shrinkage and creep needed to be calibrated. First, the model was compared and calibrated to field-collected data for unrestrained shrinkage and compressive creep. This allowed the model to be compared to actual concrete that is used in frame piers. This comparison was important to this research as the only structures of concern in this research were frame piers.

Furthermore, the model needed to be calibrated for tensile creep and restrained shrinkage. These two phenomena needed to be captured by the model for the model to be used in a comprehensive FE analysis. Since restrained shrinkage results in a time-varying load, the effect of aging needed to be considered for the model to predict creep accurately under such loading.

**Field Data Comparison**

The calibrated shrinkage model was validated by comparing the model to the recorded shrinkage of concrete samples collected from the field. The samples were collected from the construction site of a frame pier in Sioux City, Iowa, during the pouring of the cap beam. The collected samples were composed of three rectangular prism specimens that were transferred from the field to a lab environment after allowing the samples to set in the field for one day. The samples were exposed to drying in a controlled environment to monitor unrestrained shrinkage. A comparison between the model and recorded shrinkage is presented in Figure 2.9.
As seen in Figure 2.9, the model reasonably matched the recorded shrinkage behavior of the field samples, thus affirming that the model was calibrated appropriately for use with frame piers.

The calibrated creep model was further validated by comparing the model to the recorded creep behavior of concrete samples collected from the field. The field samples were collected from the construction site of a frame pier in Sioux City, Iowa, during the pouring of the cap beam. Six cylindrical specimens were transferred from the field to a lab environment to monitor creep. The samples were subjected to a sustained compressive load and their lengths were recorded regularly. A comparison between the model and recorded creep is presented in Figure 2.10.
As seen in Figure 2.10, the model appropriately matched the recorded creep behavior of the field samples, thus affirming that the model was calibrated appropriately for use with frame piers.

_Tensile Creep_

In comparison to the amount of concrete compressive creep tests available (i.e., the 621 tests available in the ITI-NU database alone), there are very few concrete tensile creep tests. Experimental data from multiple studies that investigated tensile creep were selected to calibrate the current model (Khan et al. 2017, Bissonnette and Pigeon 1995, Østergaard et al. 2001). As the concrete properties varied between the studies, the concrete material and creep model were adjusted accordingly using the data provided by the studies. If information necessary to the model was missing from a study, a common value was used.

Bissonnette and Pigeon (1995) investigated uniaxial tensile creep with a focus on the effects of water-cement ratio, cement type, and age of loading. Three different mix designs were considered in the study. However, only one mix is selected to calibrate the model to avoid considering mixes that use fiber reinforcement or high strength cement. Furthermore, experiments with a loading age of 1 day are not considered as they differ to much from the conditions of frame piers. The specimens used by Bissonnette and Pigeon (1995) are prismatic with a length of 27.56 in. (700 mm) and exposed to a constant relative humidity of 50%.

Østergaard et al. (2001) investigated tensile creep of ordinary Portland cement concrete with a focus on the effects of the age of loading, stress-strength ratio, and water-cement ratio. They considered three different mix designs. However, only the results from the mix design with a water-cement ratio of 0.5 were used to calibrate the model for tensile creep, as the other mixtures used superplasticizers which are not commonly used in frame piers. This is due to this mix being comparable to the AASHTO-specified mix used in frame piers and because this mix was tested for an age of loading similar to what frame piers would experience due to self-weight and shrinkage (i.e., more than two days). The specimens used by Østergaard et al. (2001) are bone-shaped and exposed to a constant relative humidity of 50%.

Khan et al. (2017) investigated the long-term (i.e., weeks and months) progression of tensile creep under sustained loading less than 50% of the tensile strength of the concrete. Khan et al. used a single mix design with a water-cement ratio of 0.55. The results from the specimens loaded at an age of two days were used to calibrate the model for tensile creep. The specimens were bone-shaped and exposed to a constant relative humidity of 50%.

To calibrate the model for tensile creep, only the factor applied to the ultimate creep coefficient was altered, while the remaining previously calibrated constants of the creep model were unchanged. The ultimate creep coefficient factor was tuned specifically for each experiment and then averaged for use in the model. Figure 2.11 through Figure 2.13 show the various calibrated tensile creep models in comparison to each experiment.
Figure 2.11. Experimental data from Bissonnette and Pigeon (1995) in comparison to the calibrated model

Figure 2.12. Experimental data from Østergaard et al. (2001) in comparison to the calibrated model
As expected, the factor applied to the ultimate creep coefficient for tensile creep was greater than that of compressive creep. Additionally, altering only the factor applied to the ultimate creep coefficient was sufficient to match the model to experimental data. The calculated calibration factor applied to the ultimate creep coefficient to account for tensile creep in the model was 1.8.

**Aging Coefficient**

Creep curves, such as those predicted by the ACI model, only represent the creep response due to a constant, sustained load applied at a known time. However, creep models tend to overestimate creep if the load is variable. This is due to the models not accounting for the aging of the concrete due to creep that has already occurred. This aging effect is especially critical in loads caused by restrained shrinkage, as these loads tend to gradually increase with time. Therefore, a creep model such as the ACI 209R must be modified to account for the aging of the concrete due to previously experienced creep.

Prior groundwork by Zdeněk Bažant and Heinrich Trost led to the development of a method known as the age-adjusted effective modulus method, which can account for the aging concrete due to creep. In this method, the aging effect of the concrete is captured by reducing the creep coefficient with time by introducing an aging coefficient. The aging coefficient depends on the age of the concrete and the age of the concrete at the beginning of loading (Bažant and Kim 1979). An empirical method to calculate the aging coefficient can be obtained from equations 2.28-2.31 (Gilbert 1988).

\[
\chi(t, \tau_0) = 1 - \frac{(1-\chi^*)(t-\tau_0)}{20+(t-\tau_0)}
\]  

(2.28)
\[ \chi^* = \frac{k_1 \tau_0}{k_2 + \tau_0} \]  

(2.29)

\[ k_1 = 0.78 + 0.4e^{-1.33\phi^*(\tau_0)} \]  

(2.30)

\[ k_2 = 0.16 + 0.8e^{-1.33\phi^*(\tau_0)} \]  

(2.31)

where \( \chi(t, \tau_0) \) is the aging coefficient at any age \( t \) in days due to a variable load beginning at age \( \tau_0 \) in days, \( \chi^* \) is the final aging coefficient, \( k_1 \) and \( k_2 \) are factors depending on creep, and \( \phi^*(\tau_0) \) is the final creep coefficient for a load applied at age \( \tau_0 \). The use of an aging coefficient is common in models containing restrained shrinkage and is thus used in this study (Khan et al. 2015, Khan et al. 2017, Gilbert 1990).

**Restrained Shrinkage**

Restrained shrinkage produces a tensile stress that varies with time. This contrasts with the tensile creep experiments which maintained a constant stress. Therefore, calibrating for restrained shrinkage went beyond the calibration already performed for unrestrained shrinkage and tensile creep. For this calibration, the aging coefficient needed to be considered with the model.

Khan et al. (2015) investigated the behavior of reinforced concrete subjected to a sustained tensile load. The specimens consisted of prismatic concrete prisms with a length of 15.75 in. (400 mm) and a single steel reinforcement bar with a diameter of 0.47 in. (12 mm) embedded at the center of the prism. The mix design had a water-cement ratio of 0.55 and the specimens were loaded and restrained at an age of two days. The specimens were exposed to a constant relative humidity of 50%.

Altoubat and Lange (2001) also performed restrained shrinkage experiments. However, the experiments by Altoubat and Lange were fully restrained at an age of 14 hours, which is not enough curing for the ACI model predict accurately. Thus, the calibration for restrained shrinkage was performed using the results from Khan et al. (2015).

To account for the gradual increase in stress that is related to restrained shrinkage, an aging coefficient was considered with the creep model. An aging coefficient was used and calculated according to Gilbert (1988). With minor modifications to the calibration factors determined from unrestrained shrinkage, compressive creep, and tensile creep experiments to represent the concrete mix and environmental conditions of the experiment, the model could accurately match the experimental data provided by Khan et al. (2015) without any modifications to the aging coefficient defined by Gilbert (1988). Therefore, no additional modification was performed on the model or aging coefficient given the model was appropriately calibrated for restrained shrinkage. The results of the model are compared to data from the restrained shrinkage experiment by Khan et al. (2015) in Figure 2.14.
Summary

The AASHTO, ACI, B₃, and CEB shrinkage and creep models were examined to determine an appropriate model for use in this study. All of these models share the same fundamental limitations in terms of their outputs, so the decision of which model to use relied heavily on the performance of the models. The performance of each model was quantified by comparing the model outputs to data from the ITI-NU shrinkage and creep database that resembles the environmental and concrete mix properties of frame piers.

For shrinkage, the two best models were the B₃ model and the ACI model with $r^2$ values of 0.91 and 0.80, respectively. For creep, the two best models were the ACI model and B₃ model with $r^2$ values of 0.91 and 0.87, respectively. The ACI model was ultimately selected for this study due to its simplicity over the B₃ model. The simplicity of a model is advantageous when developing a computer program of the model. Furthermore, since the lowest $r^2$ value of any model analyzed was 0.75, it was likely that each model would produce reasonable results for this study.

The selected ACI creep model was calibrated for tensile creep using available data in the literature (Khan et al. 2017, Bissonnette and Pigeon 1995, Østergaard et al. 2001). Furthermore, an aging coefficient was applied to the ACI creep model to account for variable loading. Through comparing the model outputs to data from a restrained shrinkage experiment, the ACI model was determined to properly predict strain due to variable loading with the aging coefficient applied (Khan et al. 2015).

The ACI shrinkage and creep model was calibrated for free shrinkage, compressive creep, tensile creep, and creep under variable loading (i.e., restrained shrinkage). The calibrated model was proven to predict each of these phenomena well by comparing the outputs of the model to data of
experiments that resembled the concrete mixes, environmental factors, and loading associated with frame piers. This calibrated model was used in this study in tandem with FE analysis software to simulate the effects of shrinkage and creep on frame piers.
CHAPTER 3. FIELD INSTRUMENTATION AND DATA

Inspections

Prior to instrumenting bridges for this study, several frame piers were selected in Iowa for visual inspection. The bridges were selected based on the expected susceptibility to the temperature and shrinkage effects of their frame piers. The ratio of the length of a frame to the height of the frame was used to predict susceptibility, with an understanding that the larger the ratio, the more susceptible the frame is to temperature and shrinkage effects (Badrah and Jadid 2014).

The frame piers of the bridges were purposefully selected to vary in length, column height, column shape, foundation type, and age. The details of the inspected frame piers are summarized in Table 3.1.

Table 3.1. List of bridges inspected

<table>
<thead>
<tr>
<th>Year Built</th>
<th>Pier Cap Length (ft)</th>
<th>No. of Columns</th>
<th>Column Height (ft)</th>
<th>Skew (deg)</th>
<th>No. of Piers</th>
<th>Foundation Type</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>111</td>
<td>3</td>
<td>11</td>
<td>35</td>
<td>5</td>
<td>Drilled Shaft</td>
<td>Sioux City</td>
</tr>
<tr>
<td>2015</td>
<td>96</td>
<td>3</td>
<td>10.5</td>
<td>37</td>
<td>5</td>
<td>Drilled Shaft</td>
<td>Sioux City</td>
</tr>
<tr>
<td>2005</td>
<td>90.2</td>
<td>5</td>
<td>15</td>
<td>11</td>
<td>2</td>
<td>Piles</td>
<td>Des Moines</td>
</tr>
<tr>
<td>2004</td>
<td>89.6</td>
<td>5</td>
<td>15.4</td>
<td>0</td>
<td>2</td>
<td>Piles</td>
<td>Des Moines</td>
</tr>
<tr>
<td>1966</td>
<td>42.3</td>
<td>3</td>
<td>14.9</td>
<td>5</td>
<td>2</td>
<td>Piles</td>
<td>Ames</td>
</tr>
<tr>
<td>1966</td>
<td>42.3</td>
<td>3</td>
<td>14.9</td>
<td>5</td>
<td>2</td>
<td>Piles</td>
<td>Ames</td>
</tr>
<tr>
<td>2016</td>
<td>147.5</td>
<td>7</td>
<td>23.5</td>
<td>55</td>
<td>4</td>
<td>Drilled Shaft</td>
<td>Council Bluffs</td>
</tr>
<tr>
<td>2016</td>
<td>138</td>
<td>7</td>
<td>16.5</td>
<td>55</td>
<td>4</td>
<td>Drilled Shaft</td>
<td>Council Bluffs</td>
</tr>
<tr>
<td>2002</td>
<td>119</td>
<td>6</td>
<td>23</td>
<td>45</td>
<td>2</td>
<td>Drilled Shaft</td>
<td>Ankeny</td>
</tr>
</tbody>
</table>

The connections between columns and cap beams were given special attention during these visual inspections. The column bases were also given special attention, when possible, given that the bases of most columns are backfilled. Very few of the frame piers showed any signs of damage. An example of a frame pier inspected in Sioux City, Iowa, is provided in Figure 3.1.
Any recorded damage was minor and attributed to construction issues and not to temperature and shrinkage effects. These inspections showed that current frame piers in Iowa perform adequately under temperature and shrinkage forces.

Additional frame piers were examined by reviewing Iowa DOT inspection reports. The Iowa DOT performs these inspections biannually to ensure bridges remain in satisfactory condition. Therefore, these reports cover the superstructure of the bridges as well as the substructure. However, only the substructure information of these reports was reviewed for this study.

The inspection reports of several bridges were selected for review based on the high length-to-height ratios of their frame piers. Most of the inspection reports reviewed had no clear indication of damage due to temperature and shrinkage effects. However, two inspection reports noted damage that was likely to be caused or worsened by temperature and shrinkage effects.

The report of one frame pier, located in Dubuque, Iowa, noted cracking origination from the column-cap beam interface, as shown in Figure 3.2.
Figure 3.2. Inspection report sketch showing cracking in the cap beam of a frame pier in Dubuque, Iowa

This frame pier not only had a high length-to-height ratio (due in part to an integrated crash wall below the columns), but also had columns shaped and oriented to be stiffer with respect to the in-plane orientation of the frame pier. It is likely that some of the cracks reported were caused or worsened by shrinkage and temperature effects. The cracks in this frame pier occurred within the cap beam and originated from the column-to-cap connections of an exterior and interior column. The cracks did not penetrate the full depth of the cap beam and were small enough to not need repair.

The report of another frame pier, also located in Dubuque, noted cracking in the cap beam above the columns, as shown in Figure 3.3.
In this case, the cracking was likely due to a combination of gravity loads and temperature and shrinkage effects. Cracks initiating from the top of the cap beam above the columns may be attributed to gravity loads, as negative moment is expected in the cap beams over the columns. However, cracks initiating from the bottom of the cap beam at the columns were likely caused or worsened by shrinkage and temperature effects.

In this frame pier, the inspection sketch noted multiple cracks initiating from the top of the column. Furthermore, two cracks were shown to extend to the bottom face of the cap beam. These two cracks were likely worsened by temperature and shrinkage effects since the bottom of the cap beam is expected to experience compression under gravity loads alone. The cracks were minor enough to not need repair.

Overall, the inspected frame piers appeared to perform adequately with regards to shrinkage and temperature effects. The cracks noted in the inspection reports were minor and did not degrade the structural integrity of the piers. It should be noted that, in addition to the base of the columns, another aspect that a visual inspection could not accurately examine is the foundations of the piers.

While the performed inspections and reviewed inspection reports suggest that frame piers in Iowa are adequately designed for shrinkage and temperature effects, these efforts offer little insight into the actual magnitude and progression of these effects. Instrumenting and collecting data from frame piers in the field would provide such insights. Additionally, field data are essential to accurately calibrate and validate the FE model developed in this study. Field data offers a holistic view of the structural behavior of a frame pier.
Data Collection

Sensor Information

The frame piers of two bridges were instrumented during construction and monitored in this study. The sensors used to monitor these frame piers were the GEOKON Model 4200 Series vibrating wire embedment strain gauges with 6 in. (153 mm) gauge lengths. These sensors are capable of recording both strain and temperature. The manufacturer recommends this sensor for use with bridge structures. The Model 4200 Series can record strain with a resolution of 1 microstrain and a range of 3,000 microstrain.

The sensors were fastened to reinforcing steel bars in accordance with recommendations from the manufacturer, as shown in Figure 3.4.

![Image of sensor installation](image)

**Figure 3.4. Sensor installation as recommended by manufacturer (left) and as installed in the field (right)**

The location of each sensor was selected to capture temperature profiles of the members and the performance of the structure with respect to frame behavior caused by shrinkage and temperature effects. In particular, the ends of the exterior columns and the cap beam near the exterior columns were of most interest. Two sensors were placed on the interior legs of stirrups in the cap beam for each instrumented frame pier to measure the internal temperature of the structure. The remaining sensors were grouped within a member to act like a section cut through the member. All sensors began recording data just before the cap beam of the frame pier was poured and recorded data at a frequency of one reading per hour.

Sensor Installation

The sensors were installed onto the reinforcing steel bars of the frame piers following the manufacturer’s recommendations. This allowed the sensors to essentially record the strain of the rebars.
Given that the columns are erected first, the column sensors were installed first. When the column rebar cages were in place, the column sensors were installed with their cables routed to the tops of the columns and above the column concrete pour. When the cap beam rebar was in place, the cap beam sensors were installed. The sensor wiring was routed down through a conduit in a column. Each wire of each sensor was then connected to a data collection cabinet. A solar panel was also fastened to a column of the frame pier to power the data collection. Data collection began the day the cap beam sensors were installed, which was just prior to the cap beam pour. Data collected prior the cap beam pour were discarded, as further explained in the Data Processing section that follows.

The strain gauges were installed in planes, with each plane being the cross section of either a column or a cap beam. In general, four gauges were used in each plane, with one gauge at each corner. At a minimum, two gauges were used in each plane, with one at each face of the pier. The only exception to this was the gauges located on the inner legs of the stirrups, which were primarily intended to capture the internal temperature of the cap beam.

Data Processing

The values of primary interest of the collected field data were the time and date of each reading, the recorded temperature values of each reading, and the recorded strain values of each reading. Because the concrete and the strain gauges were made of different materials with different thermal coefficients, the recorded strains needed to be adjusted. For example, during the cold season, the steel will contract more than the concrete surrounding it under the same temperature drop. This will lead to more tension being recorded than is realistic. The strain gauge manufacturer provides the following equation (3.1) to correct for this thermal effect.

\[ \varepsilon = (R_1 - R_0)B + (T_1 - T_0)(C_1 - C_0) \]  

(3.1)

where \( \varepsilon \) is the final corrected strain, \( R_1 \) is the current strain reading, \( R_0 \) is the initial strain reading, \( B \) is a batch calibration factor taken as 0.975 for the model of gauge used, \( T_1 \) is current temperature reading, \( T_0 \) is the initial temperature reading, \( C_1 \) is the coefficient of thermal expansion of the steel gauge taken as 12.2 με per degree Celsius, and \( C_0 \) is the coefficient of thermal expansion of the concrete taken as 10.0 με per degree Celsius.

The initial strain and temperature are important inputs needed to correct strain values for temperature effects. These initial values were taken for each sensor one hour after the cap beam is poured. This was done to avoid using unreasonable initial values from when the gauges were exposed to direct sunlight prior to the cap beam being poured. Additionally, these initial values were taken early enough to avoid the effects of heat of hydration.

Data were collected before the initial values were removed, which resulted in the loss of some data in the columns. This loss of data was considered minimal as this removed data was incomplete. It was not feasible to begin recording data prior to the columns being cast on the construction sites. This partially unrecorded and removed early-age data from the columns was
inconsequential for this study since the columns experienced no frame behavior prior to the cap beam being cast.

For in-plane forces, a frame can be simplified to a 2D analysis. As in-plane forces were the focus of this study, sensor pairs were averaged together to achieve a similar simplification. This process created 13 different averages from the data of 26 sensors, with each average representing a location on a 2D simplification of the frame pier.

This simplification benefited this study in three ways. First, this approach of averaging sensor pairs reduced the effect of out-of-plane forces caused primarily by contraction and expansion of the bridge superstructure. As the frame pier experienced out-of-plane forces, one sensor experienced tension while the sensor at the opposite face of the frame pier experienced compression. When strains from these gauges were averaged, these effects were canceled out.

Second, this approach of removed localized effects. For instance, if a portion of one face of a frame pier received direct sunlight during the day, averaging the gauges on that face of the frame pier with the corresponding gauge on the opposite face of the frame pier reduced the effects of localized temperature rise and corresponding localized expansion.

Third, this approach also made the collected data easier to understand by halving the number of data points.

A 24-hour moving average was taken of the averaged sensor pair data. This was done for two purposes. First, this process removed the short-term loading effects, such as vehicular loading or wind gusts. Second, this process again made the data easier to interpret, as diurnal fluctuations in temperature and strain were reduced. This was acceptable since concrete is an insulator and effects caused by the temperature changes of a single day or night were minor when compared to longer-lasting weather events.
Instrumentation of the 418 Woodbury Bridge

Bridge Information

The 418 Woodbury bridge, which is in Woodbury County, was the first of two bridges instrumented for this study. This bridge is located in Sioux City, Iowa, and carries the three southbound lanes of I-29 over Hamilton Boulevard (see Figure 3.5).

![Figure 3.5. 418 Woodbury bridge](image)

The 418 Woodbury bridge has no skew, which means volumetric changes of the superstructure have a negligible effect on the in-plane forces the frame piers experience. The west pier was instrumented due to its columns being slightly shorter, and thus stiffer, than the east pier. The plan view of the 418 Woodbury bridge is provided in Figure 3.6.
Figure 3.6. Plan view of 418 Woodbury bridge
The instrumented frame pier was composed of four columns 15 ft 7.75 in. tall and spaced at 18 ft 6 in. on center with an overall dimension of 55 ft 6 in. from the center of the exterior column to the center of the exterior column. The columns were all uniform in height and cross section. The column cross section was roughly rectangular, with overall dimensions of about 60 in. by 48 in. The foundation for each column consisted of a 3 ft 9 in. thick pier cap supported by steel piles. The cap beam of the frame pier had a depth of 4 ft and a width of about 4 ft. A unique feature of this frame pier was that the faces on the cap beam and columns were covered in a brick veneer. The instrumented frame pier was directly south of the frame pier of the bridge carrying the northbound lanes of I-29, which gives the visual effect of one single pier. The completed instrumented frame pier of the 418 Woodbury bridge is shown in Figure 3.7.

**Figure 3.7. Instrumented frame pier of 418 Woodbury bridge**

Construction of the 418 Woodbury bridge took place in the summer of 2019 as summarized in Table 3.2.
Table 3.2. Construction schedule for frame pier of 418 Woodbury bridge

<table>
<thead>
<tr>
<th>Date</th>
<th>Days after Cap Beam Cast</th>
<th>Construction Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>6/3/2019</td>
<td>-9</td>
<td>Column Pour</td>
</tr>
<tr>
<td>6/12/2019</td>
<td>0</td>
<td>Cap Beam Pour</td>
</tr>
<tr>
<td>6/15/2019</td>
<td>3</td>
<td>Cap Forms Removed</td>
</tr>
<tr>
<td>7/10/2019</td>
<td>28</td>
<td>Beams Placed on Piers</td>
</tr>
<tr>
<td>8/17/2019</td>
<td>66</td>
<td>Deck Pour Begins</td>
</tr>
</tbody>
</table>

The columns were poured early during the week of June 3. The cap beam was poured on June 12. Removal of the cap beam forms began on June 15. The beams were placed on the piers beginning July 10. The deck was poured on August 17. The only significant activity regarding the frame piers after the deck pour was the installation of the barrier rails.

Sensor Placement

The instrumentation arrangement for the 418 Woodbury bridge is shown in Figure 3.8 and Figure 3.9.

![Figure 3.8. 418 Woodbury bridge sensor layout for instrumented frame pier](image-url)
A total of 26 sensors were installed in the west pier of the 418 Woodbury bridge. All of the sensors were located in the south half of the frame pier. Due to the general symmetry of the behavior of frame piers under volumetric changes, only half of the frame pier needed to be instrumented to accurately capture the response.

Eight sensors were located in the southernmost exterior column to capture strains at the base and top of the column. Four sensors were located in the southmost, interior column to capture the strains at the top of the column. The remaining 14 sensors were located in the cap beam. Four sensors were located above the interior face of the southmost, exterior column. Eight sensors were located above both faces of the southmost, interior column. The remaining two sensors were located near the center of the cap beam, on the inner leg of the stirrups. Examples of the sensors installed are shown in Figure 3.10.

Figure 3.9. 418 Woodbury bridge sensor layout for cap beam (left) and columns right

Figure 3.10. 418 Woodbury bridge sensor placement at column base (left) and cap beam (right)
Instrumentation of the 318 Scott Bridge

Bridge Information

The 318 Scott bridge, which is in Scott County, was the second of two bridges instrumented for this study (see Figure 3.11).

This bridge is located in Davenport, Iowa, and carries the four lanes of Business 61, also known as West River Drive, over Rockingham Road. This bridge has a 12° skew, which means volumetric changes of the superstructure potentially affect the in-plane forces that the frame piers experience. The plan view of the 318 Scott bridge is provided in Figure 3.12.
Figure 3.12. Plan view of 318 Scott bridge
The east pier was instrumented due to its columns being 2 ft 4 in. shorter, and thus stiffer, than the west pier. The instrumented frame pier had six columns 12 ft tall and spaced at about 16 ft 5.875 in. on center with an overall dimension of 82 ft 5.5 in. from the center of the exterior column to the center of the exterior column. The columns were all uniform in height and cross section. The column cross section was square, with a side dimension of 42 in. The foundation of the pier was a single 4 ft thick mat foundation with 48 steel piles, making the column bases stiffer than those of the 418 Woodbury bridge. The cap beam of the frame pier had a depth of 4 ft 6.5 in. and a width of 3 ft 6 in. The cap beam featured decorative concrete that extended 2 ft out from the faces and ends of the cap beam and had an average thickness of 10.5 in.

The 318 Scott bridge was also unique in that it had a crash wall. The crash wall that spanned between the columns was separated from the columns using a preformed joint material. The presence of the crash wall was not expected to affect column movement under the shrinkage and temperature effects of the frame pier. The completed instrumented frame pier of the 318 Scott bridge is shown in Figure 3.13.

Figure 3.13. Instrumented frame pier of 318 Scott bridge

Construction of the 318 Scott bridge took place in the summer of 2020 as summarized in Table 3.3.

Table 3.3. Construction schedule for frame pier of 318 Scott bridge

<table>
<thead>
<tr>
<th>Date</th>
<th>Days after Cap Beam Cast</th>
<th>Construction Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>6/12/2020</td>
<td>-24</td>
<td>Column Pour</td>
</tr>
<tr>
<td>7/6/2020</td>
<td>0</td>
<td>Cap Beam Pour</td>
</tr>
<tr>
<td>8/4/2020</td>
<td>29</td>
<td>Cap Forms Removed</td>
</tr>
<tr>
<td>8/24/2020</td>
<td>49</td>
<td>Beams Placed on Piers</td>
</tr>
<tr>
<td>9/24/2020</td>
<td>80</td>
<td>Deck Pour Begins</td>
</tr>
</tbody>
</table>
The columns were poured early during the week of June 12. The cap beam was poured on July 6. Removal of the cap beam forms began on August 4. The beams were placed on the piers beginning August 24. The deck was poured on September 24. The only significant activity in regard to the frame piers after the deck pour was the installation of the barrier rails.

*Sensor Placement*

The instrumentation arrangement of the 318 Scott bridge is shown in Figure 3.14 and Figure 3.15.

![Figure 3.14. 318 Scott bridge sensor layout for instrumented frame pier](image)

A total of 26 sensors were installed in the east pier of the 318 Scott bridge. All of the sensors were located near the northern end of the frame pier. Because the frame piers behave symmetrically under volumetric changes, and the highest forces are expected to occur near the exterior of most columns, only one end of the frame pier needed to be instrumented to accurately capture the response.
Six sensors were located in the northmost, exterior column to capture strains at the base and top of this column. Eight sensors were located in the northmost, interior column to capture the strains at the base and top of this column. The remaining 12 sensors were located in the cap beam. Two sensors were located above the interior face of the northmost, exterior column. Eight sensors were located above both faces of the northmost, interior column. The remaining two sensors were located near the center of the cap beam, on the inner leg of the stirrups. Examples of the sensors installed for the 318 Scott bridge are shown in Figure 3.16.

![Figure 3.16. 318 Scott bridge sensor placement at column top (left) and cap beam (right)](image)

**Instrumentation Results for the 418 Woodbury Bridge**

*Data Overview*

Data collection for the 418 Woodbury bridge began on June 12th, 2019, when the cap beam of the west frame pier was poured. The temperatures obtained are shown in Figure 3.17.
The recorded high and low temperatures the day the cap beam was cast were 73.9°F and 52.0°F, respectively. The highest temperature recorded during the first summer after data collection began was 99.0°F. The coldest temperature recorded during the entire period of data collection was -14.1°F. The warmest temperature the second summer, and prior to the completion of data collection, was 99.0°F. This constitutes a 113.1°F temperature change over the period of data collection.

Temperature readings and strain readings for each of the 26 sensors in the 418 Woodbury bridge are provided in Figure 3.18 and Figure 3.19 respectively.

Figure 3.17. 418 Woodbury bridge temperature history during data collection period
The recorded strains in Figure 3.19 have been corrected for the thermal effects as described in the data processing section. All sensors were determined to be functioning normally during the
13-month period of collected data. The effects of heat of hydration of the cap beam were captured. This phenomenon reached a maximum temperature of 138°F near the center of the cap beam at a concrete age of 15 hours. This phenomenon, as well as construction sequences, caused large changes in strain early on.

Diurnal temperature changes were observed throughout the structure but were most prominent early during construction. Sensors near the top surface of the cap beam experienced a maximum daily temperature change of up to 35°F before the superstructure of the bridge was installed and shielded the cap beam from the sun. However, once beams and formwork for the bridge deck were placed onto the frame pier, the diurnal temperature fluctuation significantly decreased. The maximum daily temperature change two months into the data collection period decreased to only 12°F, except for two sensors near the southern face of the exterior column. This was attributed to these two sensors being exposed to more sunlight during the day than any other sensors on the structure after the bridge deck was in place.

Looking at the recorded strain data, the maximum daily strain change at the top of the cap beam was about 100 microstrain. However, this phenomenon in the cap beam was reduced to a maximum of 40 microstrain for any given day once the beams and formwork for the deck were in place. This was primarily attributed to the beams and formwork reducing the amount of solar radiation and convection due to wind that the cap beam experienced.

Since the frame pier saw the most demand from temperature and shrinkage effects during the cold season, and after the bridge deck was in place, these diurnal fluctuations in strain were not critical to understanding the behavior of the frame pier. However, if the superstructure of a bridge was not installed prior to the cold season, these diurnal fluctuations in strain may become more notable.

Analysis of Collected Data

The collected data from pairs of sensors were averaged together to simplify the frame pier from three dimensions to two, as explained in the data processing section, to focus on the in-plane behavior of the frame pier. Through this method, data from the 26 sensors installed in the frame pier were reduced to 13 averaged pair locations, as shown in Figure 3.20.
Figure 3.20. 418 Woodbury bridge averaged sensor pair locations in the instrumented frame pier

Furthermore, a 24-hr moving average of the data was taken to reduce the noise caused by diurnal temperature changes that had little effect on the susceptibility of the instrumented frame pier to temperature and shrinkage effects.

An overview of the strains recorded in the cap beam sensors are compared to those recorded in the columns in Figure 3.21.
This comparison provided a high-level analysis of the behavior of the cap beam compared to that of the columns as the frame pier experienced shrinkage and temperature changes during the data collection period. The strain histories of both the column and cap beam locations were dominated by compressive behavior, with no recorded tensile strains after the early-age period of the frame pier. More early-age compressive strain could be observed in the cap beam locations. This was attributed to the start of data collection occurring weeks after the columns were cast.

For a lower-level analysis of the collected data, the strain histories of each location in the columns and the cap beam is provided in Figure 3.22 and Figure 3.23, respectively.
These data were analyzed by focusing on two periods. The first period was the first 70 days after the cap beam was poured. This period is referred to as the early-age period of the frame pier. Due
to the construction sequence of this bridge, for most of the early-age period, this frame pier was unloaded and was not covered by the superstructure of the bridge.

The added weight and shielding from sunlight that the superstructure provided when the bridge was complete caused the frame pier to behave differently. The period after the first 70 days is referred to as the operable life of the frame pier. The operable life period is of primary focus given the maximum temperature drop occurred during this period.

Tensile strain was only recorded during the early-age period of the frame pier. The highest tensile strain was recorded during heat of hydration of the cap beam. A second peak of tensile strain was observed in the strain histories on day 19, which was a particularly hot day with a high temperature of 99°F. The observed tensile behavior during the early-age period occurred at all locations relatively equally and was likely caused by localized expansion of the concrete and not frame behavior due to expansion of the cap beam, as compressive behavior would be observed at some locations. Therefore, this tensile stress was not deemed critical for this frame pier.

Throughout the operable life period of the frame pier, no sensor location experienced tensile strain. Both the largest compressive strain recorded, and the least compressive strain recorded, occurred in the columns. The maximum recorded compressive strain occurred at location 5, the top, interior face of the interior column with a magnitude of 231 microstrain. This strain occurred at the coldest point during the data collection, 222 days after the cap was cast. The second highest compressive strain occurred at location 8, which was in the cap beam directly above location 5.

Locations 4 and 7, both near the top, interior face of the exterior column, experienced high compressive strains as well. However, the strain histories of these two locations closely resembled that of a creep curve. The strain data of these sensor locations seem primarily dependent on time and not temperature. If a location was susceptible to frame behavior due to volumetric changes caused by shrinkage and temperature effects, the strain history would exhibit some dependence on temperature. Since locations 4 and 7 showed little to no dependence on temperature, these locations were likely not susceptible to temperature and shrinkage effects. For these locations, creep behavior due to gravity loading dominated their strain histories.

Comparing strains at the coldest and warmest times thereafter offered insight into which locations of the frame pier were most susceptible to volumetric changes. The locations where strains changed the most with temperature were the locations most susceptible to temperature effects, and thus shrinkage effects. Although shrinkage strain is not significantly dependent on temperature, the locations most susceptible to a temperature drop were identical to the locations most susceptible to shrinkage since both ultimately resulted in contraction of the cap beam.

Strains recorded at each location during the coldest point in time during data collection and the warmest point thereafter are provided in Figure 3.24.
Figure 3.24. 418 Woodbury bridge strains at coldest point and warmest point thereafter

The change in strain at each location during the coldest point in time during data collection and the warmest point thereafter are provided in Figure 3.25, with positive values indicating more compressive strains occurred during the cold season versus the warm season thereafter.
The change in strains between these two points in time was the most indicative of which locations were the most susceptible to temperature effects, and thus shrinkage effects. The more strain changed, the more susceptible a location was to shrinkage and temperature effects.

The most susceptible location was location 5, the top, exterior face of the interior column. This location experienced a change of strain of 144 microstrain, which was 45% higher than any other location. This location experienced an increase in compressive strain during the cold season. The second most susceptible location was location 3, the top, exterior face the exterior column. This location experienced a change of strain of 99 microstrain and experienced an increase in compressive strain during the cold season. The next three most susceptible locations were locations 2, 8, and 10, which experienced changes between 51 and 74 microstrain. These locations all experienced an increase in compressive strain during the cold season.

Three locations were noted to experience an increase in tensile strain during the cold season. However, their overall strain remained compressive. The most susceptible of these locations to tensile strain was location 11, which was at the top of the cap beam above the exterior face of the interior column. This location experienced a change of strain of -32 microstrain. Locations 7 and 4 experienced changes of strains of -20 and -11 microstrain respectively. These locations were both at the top, interior face of the exterior column, with location 4 in the column and location 7 in the cap beam.

Figure 3.25. 418 Woodbury bridge change in strain between coldest point and warmest point thereafter
While all strains recorded during the operable life period of the frame pier were compressive strains, it was important to observe where tensile strain behavior may happen. Tensile strain is generally more detrimental to concrete structures than compressive strain because it leads to cracking that can cause the structure’s steel rebar to corrode (Shafei et al. 2012, Shafei and Alipour 2015a, Shafei and Alipour 2015b).

For the strain gauges installed on the rebar of this frame pier to have experienced tensile strain, they needed to first overcome the compressive shrinkage strain caused by the concrete. Furthermore, this frame pier was not considered susceptible to shrinkage and temperature effects. However, large tensile strains were expected in more susceptible frame piers based on damage noted in the inspection logs, as described in the previous Inspections section.

A common value taken for the crushing strain of concrete is 3,000 microstrain. Given that no tensile strain was recorded in the instrumented pier after the construction of this bridge, and the maximum recorded compressive strain was 231 microstrain or 7.7% of the crushing strain, this frame performed adequately under shrinkage and temperature effects.

**Instrumentation Results for the 318 Scott Bridge**

**Data Overview**

Data collection for the 318 Scott bridge began on July 6th, 2020 when the cap beam of the east frame pier was poured. Recorded temperatures are shown in Figure 3.26.

![Figure 3.26. 318 Scott bridge temperature history during the data collection period](image-url)
The recorded high and low temperatures the day the cap beam was cast were 93.9°F and 64.6°F, respectively. The highest temperature recorded during the first summer after data collection began was 96.1°F. The coldest temperature recorded during first cold season was -15.0°F. The warmest temperature the following summer was 96.1°F. The coldest temperature recorded during the second cold season was -11.0°F. The warmest temperature recorded the following summer and prior to the completion of data collection was 98.1°F. This constituted a 111.1°F temperature change the first year of data collection and a 109.1°F temperature change the second year of data collection.

Temperature readings and strain readings for each of the 26 sensors installed in 318 Woodbury are provided in Figure 3.27 and Figure 3.28, respectively.

![Figure 3.27. 318 Scott bridge temperature data collected from all sensors](image)
The recorded strains in Figure 3.28 have been corrected for the thermal effects as described in the data processing section. Sensor 5 recorded temperature but did not record strain during the data collection period. Furthermore, two sensors were found to have malfunctioned during the 24-month data collection period. Sensors 21 and 22, both located at the top, interior face of the interior column, experienced an increase in tensile strain of 300 microstrain on July 17th, 2020, 11 days after the cap beam was cast. This was a relatively large change in strain in the frame pier with no clear cause. There were no construction activities involving the instrumented frame pier that day, as the forms for the cap beam were not removed until August 4th, 2020. The effects of heat of hydration ended days prior to the occurrence of this large increase in tensile strain.

Additionally, none of the sensors near sensors 21 and 22 recorded any similar change in strain that day. It would be expected that those sensors’ strain histories would reflect a large change in strain nearby. For example, if the tensile strain recorded was caused by the cap beam bending, the sensors at the top of the cap beam would record an opposite strain increase. However, no other sensors recorded any unusual changes in strains that day. For these reasons, the data from sensors 21 and 22 were discarded. The remaining 24 sensors functioned normally over the data collection period.

The effects of heat of hydration of the cap beam were captured. This phenomenon reached a maximum temperature of 164°F near the center of the cap beam at a concrete age of 23 hours. This phenomenon, as well as construction sequences, caused large, early changes in strain.
Diurnal temperature changes were observed throughout the structure but were most prominent early during construction. Sensors near the top surface of the cap beam experienced higher temperature fluctuations when the cap beam was exposed to the sun. However, once the beams and formwork for the bridge deck were placed on the frame pier, the diurnal temperature fluctuation significantly decreased.

Looking at the recorded strain data, the maximum daily strain change at the top of the cap beam was about 70 microstrain early on. However, this phenomenon in the cap beam was reduced to a maximum of about 30 microstrain for any given day once the beams and formwork for the deck were in place. This can be primarily attributed to the beams and formwork reducing the amount of solar radiation and convection due to wind that the cap beam experienced.

Given that the bridge frame pier saw the most demand from shrinkage and temperature effects during the cold season and after the bridge deck was in place, these diurnal fluctuations in strain were not critical to understanding the behavior of the frame pier. However, if the construction schedule of a frame pier did not have the superstructure of the bridge installed prior to the cold season, these diurnal fluctuations in strain may have become more notable.

**Analysis of Collected Data**

The collected data from pairs of sensors were averaged together to simplify the frame pier from three dimensions to two, as explained in the data processing section, to focus on the in-plane behavior of the frame pier. Through this method, data from the 26 sensors installed in the frame pier were reduced to 13 averaged pair locations, as shown in Figure 3.29.

![Figure 3.29. 318 Scott bridge averaged sensor pair locations in the instrumented frame pier](image)

Furthermore, a 24-hr moving average of the data was performed to reduce the noise caused by diurnal temperature changes that have little effect on the susceptibility of the instrumented frame pier to shrinkage and temperature effects. Note that location 10 in Figure 3.29 is composed of the two sensors whose data were discarded due to a malfunction. Furthermore, location 3 was only composed of one sensor as sensor 5 did not record strain data, also due to a malfunction.
The strains recorded in the cap beam sensors are compared to those recorded in the columns in Figure 3.30.

![Graph showing strain data](image)

**Figure 3.30. 318 Scott bridge strain data at averaged sensor locations**

This comparison provided a high-level analysis of the behavior of the cap beam in comparison to that of the columns as the frame pier experienced shrinkage and temperature changes during the data collection period. Because the frame pier was constructed in the warm season and the effects of thermal contraction added to shrinkage, the cold seasons saw the highest strains recorded.

During the coldest point of the first year, at around 223 days after the cap beam was poured, the highest compressive strain and highest tensile strain both occurred in the columns. The maximum compressive strain in the columns at this point was more than twice that of the cap beam. Furthermore, while the columns experienced tensile strain, the cap beam did not. The minimum compressive strain recorded in the cap at this time was around 60 microstrain. Clearly, the maximum strains occurred in the columns during the first cold season.

During the coldest point of the second year, at around 550 days after the cap beam was poured, the maximum compressive strain and maximum tensile strain again occurred in the columns. Looking at the trends of the strain histories during the second year, the strains in the columns seemed to diverge at the coldest point and reach their maximum values. However, the strain histories of the cap beam seemed to converge and reduce in magnitude. This behavior also occurred in the first year but was more apparent in the second year. This behavior was expected, as the gravity loads on the cap beam created internal forces that negated those caused by the contraction of the cap beam.
While this behavior meant that the cap beam of the 318 Scott bridge was not the critical element with regards to shrinkage and temperature effects, it is important to note that behavior depended heavily on the geometry of the bridge. As noted in the inspections section, the only noted damage in inspection logs that may have been due to shrinkage and temperature effects occurred in the cap beam. Furthermore, if the construction schedule of a frame pier did not have the superstructure of the bridge installed prior to the cold season, the cap beam would likely see higher strains due to shrinkage and temperature effects.

For a lower-level analysis of the collected data, the strain histories of the locations in the columns and the locations in the cap beam are provided in Figure 3.31 and Figure 3.32, respectively.

![Figure 3.31. 318 Scott bridge column strain at averaged sensor locations](image)
Figure 3.32. 318 Scott bridge cap beam strain at averaged sensor locations

These data were analyzed by focusing on two periods. The first period considered was the first 90 days after the cap beam was poured. This period is referred to as the early-age period of the frame pier. Due to the construction sequence of this bridge, for most of the early-age period this frame pier was unloaded and not covered by the superstructure of the bridge. The added weight and shielding from sunlight of the superstructure when the bridge was completed caused the frame pier to behave differently. The period after the first 90 days is referred to as the operable life of the frame pier. The operable life period was of primary focus since the maximum temperature drop occurred during this period.

The highest tensile strains occurred during the early-age period at 100 microstrain in the cap beam. This strain was recorded 18 hours after the cap beam was cast and could be attributed to the heat of hydration causing the cap beam to expand. Locations in the columns also experienced some tensile strain during the early age, peaking at 71 microstrain. This peak occurred 12 days after the cap beam was cast, after the heat of hydration had ended.

The strain could be attributed to a few causes: the lack of gravity loading on the frame pier, the rapid early-age shrinkage of the cap beam, and the data collection starting after some early-age shrinkage had already occurred in the columns, which likely induced unrecorded compressive strain. These early-age tensile strains were ultimately considered non-critical, as they occurred before the frame pier supported the superstructure and diminished with time. Furthermore, the maximum compressive strains did not occur during this early-age period.

The frame pier experiences its largest compressive strain during the operable life period. Tensile strain was also recorded during this period, when the frame pier was subjected to the coldest
temperatures during the data collection. For the aforementioned reasons, the remaining data analysis focuses on the operable life period of the frame pier.

The observation of tensile strain outside of the early-age period was unlike that of the 418 Woodbury bridge, which experienced no tensile strain during its recorded operable life period. This can be attributed to the 318 Scott bridge having stiffer columns and a longer frame length. The maximum tensile strains were recorded during the second-year cold season and had magnitudes of 17 microstrain and 10 microstrain in locations 1 and 3, respectively. These two locations were at the bases of the columns, with location 1 at the exterior face of the exterior column and location 2 at the exterior face of the interior column. Tensile strain was likely only recorded at these locations since they were below grade and remained about 30°F warmer than locations above grade during the cold season. This allowed these locations to experience less localized, or free, strain due to pure thermal contraction rather than frame behavior.

During the first-year cold season, locations 5 and 7 were the next closest to experiencing tensile strain with a minimum compressive strain of 61 microstrain. However, the strain histories of these two locations resembled that of a creep curve. During the second-year cold season, these two locations experienced higher compressive strains at over 100 microstrain.

The maximum recorded compressive strain occurred in the second-year cold season. Likewise, the highest recorded tensile strain, outside of the early-age period, occurred during the second-year cold season. Furthermore, the trends observed during the second year reflect those of the first year but were more defined with higher magnitudes of strain. For these reasons, the second-year cold season was analyzed for locations susceptible to shrinkage and temperature effects.

The maximum compressive strain recorded occurred at location 6, the top, exterior face of the interior column. This location experiences a maximum compressive strain of 324 microstrain the second year. Location 6 also experienced the highest compressive strain the first year at 264 microstrain. Locations with similar strain histories to that of location 6 included locations 2 and 4, both at the bottom, interior faces of the columns. The similarities of the strain histories of these locations primarily included an increase in compressive strain during the cold season and a decrease in compressive strain during the warm seasons.

The maximum tensile strain, outside of the early-age period, occurred at location 1, the bottom, exterior face of the exterior column. This location experienced a tensile strain of 17 microstrain the second year. Location 1 also experienced the highest tensile strain the first year at 10 microstrain. Location 3, the bottom, exterior face of the interior column, had a similar strain history as location 1 and reached similar tensile strain values of 7 microstrain the second year and 1 microstrain the first year. The strain histories of both these locations showed an increase in tensile strain during the cold seasons and a decrease in tensile strain during the warm seasons.

Other locations with similar strain histories included locations 8 and 11. Locations 5 and 7 had somewhat similar strain histories, but their strain histories prominently resembled that of a creep curve. That is, these two locations consistently saw increasing compressive strain with time and experienced little change in their strains as temperature changed.
Comparing strains at the coldest point in time and warmest point in time thereafter offered insight into which locations of the frame pier were most susceptible to volumetric changes. The locations where strains changed the most with temperature were the locations most susceptible to temperature effects and thus shrinkage effects. Although shrinkage strain is not significantly dependent on temperature, the most susceptible locations to a temperature drop were identical to the most susceptible locations to shrinkage since both ultimately resulted in contraction of the cap beam.

Strains recorded at each location during the coldest point in time during data collection and the warmest point thereafter for both the first and second year of data collection are provided in Figure 3.33.

The change in strain at each location during the coldest point in time during data collection and the warmest point thereafter for both the first and second year of data collection are provided in Figure 3.34, with positive values indicating that more compressive strains occurred during the cold season than the warm season thereafter.
The change in strains between these two points in time are the most indicative of which locations were most susceptible to shrinkage and temperature effects. The greater the change in strain, the more susceptible a location was to shrinkage and temperature effects.

The most susceptible locations were locations 3 and 6. Location 3 was at the bottom, exterior face of the interior column and location 6 was at the top, exterior face of the interior column. Location 3 experienced a -201 microstrain change and location 6 experienced a 201 microstrain change. Of these two locations, location 3 was more susceptible since it experienced an increase in tensile strain during the cold season.

Locations 1, 2, 4, and 8 were more susceptible than the remaining locations. Of these locations, locations 2 and 4 experienced an increase in compressive strain during the cold seasons, while locations 1 and 8 experienced an increase in tensile strain during the cold seasons. Locations 2 and 4 experienced changes in strain of 162 microstrain and 150 microstrain respectively.

After location 3, location 1, the bottom, exterior face of the exterior column, experienced the next greatest increase in tensile strain during the cold seasons. This location experienced a change in strain of -142 microstrain. Despite only locations 1 and 3 experiencing tensile strain, there were locations that experienced an increase tensile strain during the cold season despite their overall strain remaining compressive. The most susceptible of these locations was location 8, the bottom of the cap beam above the interior face of the exterior column. This location
experienced a change of strain of -119 microstrain. The other two locations were locations 7 and 5, which experienced a change in strain of -61 microstrain and -73 microstrain respectively.

Note the locations where tensile strain may occur given that tensile strain is generally more detrimental to concrete structures than compressive strain. This is because tensile strain leads to cracking that can lead to the corrosion of the steel rebar of the structure.

A common value taken for the crushing strain of concrete is 3,000 microstrain. Therefore, the maximum compressive strain recorded for this frame pier at 231 microstrain was 7.7% of the crushing strain. No observable cracks were discovered during the data collection period of this frame pier, despite some tensile strains being recorded. Therefore, this frame pier performs adequately under shrinkage and temperature effects.
CHAPTER 4. FINITE ELEMENT SIMULATIONS

Background

Multiple FE software packages were suitable for this study. Abaqus/CAE was selected based on its advanced and well-tested capabilities with modeling reinforced concrete (DeJong et al. 2021a, DeJong et al. 2021b, Karim and Shafei 2021, Karim and Shafei 2022, Shi et al. 2019, Shi et al. 2020c). Like many FE software packages, Abaqus does not natively support shrinkage, but it does support user subroutines that allow users to develop codes to implement behaviors not natively supported.

For example, user subroutines are commonly used to model a material that is not supported by Abaqus. Abaqus user subroutines have also been used to incorporate shrinkage and creep into models (Li et al. 2013, Bažant and Yu 2010, Purani 2013, Kasera 2014). This established usage of Abaqus to model shrinkage and its prevalence in the field of bridges made Abaqus appropriate for use in this study.

Incorporating Shrinkage and Creep Effects

Abaqus, like many other FE software packages available, does not offer built in support for shrinkage and creep. Instead, Abaqus offers user subroutines, which are user-developed programs, commonly written in the FORTRAN programming language, that run with Abaqus. It is common practice to apply shrinkage and creep strain to the model as a thermal strain (Li et al. 2013, Levy 2010, Purani 2013, Kasera 2014). For this purpose, the USDFLD and UEXPAN user subroutines that Abaqus provides were used to incorporate the shrinkage and creep model into the FE software. The shrinkage component of the thermal strain increment can be calculated according to equation (4.1).

\[ \Delta \varepsilon_{sh} = \varepsilon_{current} - \varepsilon_{previous} \]  

(4.1)

where \( \Delta \varepsilon_{sh} \) is the shrinkage component of the strain increment, \( \varepsilon_{current} \) is the total shrinkage strain for the current increment, and \( \varepsilon_{previous} \) is the total shrinkage strain from the previous increment.

The creep component of thermal strain requires the current elastic strain at each material point. This was obtained using the state variables that are defined in the USDFLD user subroutine. The current increment time and total time of analysis are also used to calculate the creep component of thermal strain, which is defined for each principal direction according to equation (4.2).

\[ \Delta \varepsilon_{creep} = \varepsilon_{elastic} (\phi_{current} \chi_{current} - \phi_{previous} \chi_{previous}) \]  

(4.2)

where \( \Delta \varepsilon_{creep} \) is the creep component of the strain increment, \( \varepsilon_{elastic} \) is the current elastic strain, \( \phi_{current} \) is the creep coefficient for the current increment, and \( \chi_{current} \) is the aging coefficient for
the current increment, \( \phi_{\text{previous}} \) is the creep coefficient for the previous increment, and \( \chi_{\text{previous}} \) is the aging coefficient for the previous increment.

The total strain increment (\( \Delta \varepsilon_{\text{total}} \)) at each material point was calculated according to equation (4.3).

\[
\Delta \varepsilon_{\text{total}} = \Delta \varepsilon_{\text{creep}} - \Delta \varepsilon_{\text{sh}}
\]  

(4.3)

The developed user subroutine could identify if the creep strain increment was caused by a tensile or a compressive stress. This allowed the user subroutine to appropriately calculate the creep strain increment for either tensile or compressive creep as necessary. Furthermore, the user subroutine allowed different casting times of concrete in the model. This capability allowed for the columns of a frame pier to be cast and exposed to shrinkage and creep before the cap beam.

**Incorporating Temperature Effects**

*Thermal Properties*

Structures exposed to the environment experience heat loss and gain through four primary sources: conduction with the ground, convection with the ambient air, radiation with the ambient environment, and solar radiation from the sun. To accurately model heat loss and gain from each source, the thermal properties of the structure are crucial.

Key thermal properties of any material include thermal conductivity, specific heat, and density. Additionally, the solar absorption of the material and emissivity of the material are important for modeling solar radiation and radiation heat loss/gain, respectively. Since the steel reinforcement composes a very small volume of the total structure, only the concrete is considered in the heat transfer analysis. Recommended thermal properties of the concrete are summarized in Table 4.1.

**Table 4.1. Thermal properties of concrete**

<table>
<thead>
<tr>
<th>Thermal Property</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal Conductivity</td>
<td>1.31 W/(mK)</td>
<td>ACI 122 2002</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>920 J/(kgK)</td>
<td>ACI 122 2002</td>
</tr>
<tr>
<td>Solar Absorptivity</td>
<td>0.60</td>
<td>Mills 1999</td>
</tr>
<tr>
<td>Emissivity</td>
<td>0.91</td>
<td>Mills 1999</td>
</tr>
</tbody>
</table>

Note that these values are recommended for general use and were later calibrated to field data for improved accuracy.

Heat flow due to convection can be expressed according to equation (4.4).

\[
Q_{\text{conv}} = h(T_0 - T_{\text{ambient}})
\]  

(4.4)
where $Q_{\text{conv}}$ is the heat flow due to convection (W/m$^2$), $h$ is the convection coefficient (W/m$^2$K), and $(T_0 - T_{\text{ambient}})$ is the difference in temperature between the surface of the material and the ambient air (K). The convection coefficient can be complex to calculate, as the coefficient depends on the Reynolds number and the temperature difference between the surface of the material and the ambient air (Mills 1999). However, empirical equations can calculate the convection factor for a generic surface depending only on wind speed (Bentz 2000, Karahan and Kalenderli 2011, Hwang and Jiang 2003). Equations (4.5) and (4.6) are used to calculate the convection coefficient (Bentz 2000).

$$h = 5.6 + 4.0u \quad \text{for } u \leq 5 \text{ m/s} \quad (4.5)$$

$$h = 7.2 + u^{0.78} \quad \text{for } u > 5 \text{ m/s} \quad (4.6)$$

where $h$ is the convection coefficient (W/m$^2$K) and $u$ is the wind speed (m/s).

These equations agree well with similar equations (Karahan and Kalenderli 2011, Hwang and Jiang 2003).

Heat flow due to solar radiation can be expressed according to equation (4.7).

$$Q_{\text{solar}} = \gamma Q_{\text{irr}} \quad (4.7)$$

where $Q_{\text{solar}}$ is the heat flow due to solar radiation (W/m$^2$), $\gamma$ is the solar absorptivity of the material as defined in Table 4.1, and $Q_{\text{irr}}$ is solar irradiance (W/m$^2$). Solar irradiance only occurs during daylight hours and fluctuates with the weather and seasons. Clean Power Research partnered with University at Albany to provide a detailed solar irradiance database called SolarAnywhere. Hourly solar irradiance values from this database were used in the current FE model.

Heat flow due to radiation to/from the ambient environment can be expressed according to equation (4.8).

$$Q_{\text{rad}} = \sigma \varepsilon (T_0^4 - T_{\text{sky}}^4) \quad (4.8)$$

where $Q_{\text{rad}}$ is the heat flow due to radiation (W/m$^2$), $\sigma$ is the Stefan-Boltzmann constant ($5.67 \times 10^{-8}$ W/m$^2$/K$^4$), $\varepsilon$ is the emissivity of the material as defined in the previous Table 4.1, $T_0$ is the surface temperature of the concrete, and $T_{\text{sky}}$ is the temperature of the sky (K) which is assumed to be the same as the ambient air temperature.
Temperature Data

Weather data must be incorporated into a heat transfer analysis to accurately obtain a temperature field time history. These weather data include temperature, wind speed, and solar radiation. For the model validation with field data, actual weather data were used whenever possible. The exact temperatures for each day were used. Additionally, humidity and wind speed were averaged for the time period considered. Solar radiation was estimated based on historical records of the locations for the instrumented structures.

For the parametric studies, average weather data were used for each month of the year to avoid skewing the necessary weather data to the anomalies of any given year. Average daily high and low temperatures for each month from the National Oceanic and Atmospheric Administration (NOAA) were used (Arguez et al. 2010). The average temperature data from NOAA were calculated from 30 years of historical data from the Des Moines International Airport.

The solar radiation and wind speed data were obtained from SolarAnywhere, a software product that provides a databank of solar data. These data were calculated from visible and infrared satellite data and algorithms developed in collaboration with the University at Albany in New York (Perez et al. 2010).

To avoid anomalies, the hourly data from SolarAnywhere were averaged for each month. Given that wind speed varies more at night than during the day, wind speed values were averaged from the highest and lowest temperatures of the day. Additionally, solar irradiance only occurs with daylight, so a zero irradiance was applied during increments corresponding with the lowest temperature of a day.

To maintain computational efficiency, weather data were applied to the FE model in 12-hr increments during analysis. This compared well to weather data applied in 1-hr increments. Each 12-hr increment alternated between a day’s highest and lowest temperatures. Solar radiation was only applied during increments that corresponded to a day’s highest temperature. Additionally, wind speed data were applied uniquely during a day’s highest and lowest temperatures, given that less wind occurs at night.

Modeling in Abaqus

For computational efficiency, separate analyses were performed to account for heat transfer and stress. The resulting temperature field time history from the heat transfer analysis was applied to the 3D stress analysis to allow accurate thermal strains to develop due to temperature change. Running two analyses instead of one coupled thermo-displacement analysis reduced the number of unknowns and memory needed to run each analysis.

Abaqus supports heat flow due to convection through a surface film condition interaction, in which the film coefficient is equivalent to the convection coefficient and the sink temperature is equivalent to the ambient air temperature. Heat flow due to solar radiation can be performed in
Abaqus through a surface heat flux load with a magnitude equal to the heat flow due to solar radiation. Heat flow due to radiation is supported in Abaqus through a surface radiation interaction that accepts an emissivity value of the surface and an ambient temperature.

For model validation, the full temperature field time history was passed to the stress analysis, as previously described. This method provided the most accurate thermal profile within the members and was necessary to model with the accuracy needed to compare with field data. However, this method often caused convergence issues with the FE simulations. Therefore, for the remaining parametric studies, the temperature field time history was considered uniform for each member at any point in time, which was identical to how the selected shrinkage model applied shrinkage strain. The uniform temperature time histories were calculated by averaging the cross-sectional temperature at the center of each member. This simplification allowed the FE analysis to successfully run a much greater range of structural configurations.

**Material Definitions**

*Concrete Material Definition*

Strength Development

An important aspect in time sensitive analyses is the strength development of the concrete. The strength development affects the stiffness of the concrete in addition to the strength since the modulus of elasticity of concrete is dependent on its strength. Equation (4.9) is used to predict strength development of concrete according to ACI 209 (2008).

\[ f_{c,t} = f_{c,28} \frac{t}{\alpha + \beta t} \] (4.9)

where \( f_{c,t} \) is the mean compressive strength of the concrete at an age of \( t \) days, \( f_{c,28} \) is the 28-day mean compressive strength of the concrete, and \( \alpha \) and \( \beta \) are constants dependent on cement type and curing method. The typical range of the \( \alpha \) coefficient is from 0.05 to 9.25, and the typical range of the \( \beta \) coefficient is from 0.67 to 0.98.

The \( \alpha \) and \( \beta \) coefficients in equation (4.9) were selected to match the strength development of concrete samples taken from a frame pier in Iowa during its construction. Six samples were collected, and their compressive strengths were tested at ages of 7 days and 28 days to capture the strength development of the concrete. A value of 2.5 was chosen for \( \alpha \) and a value of 0.85 was chosen for \( \beta \). Figure 4.1 shows a plot of equations (4.9) with calibrated coefficients compared to the experimentally obtained strengths of the concrete samples.
The strength development equation is used to account for both concrete strength and stiffness varying with time. The modulus of elasticity is calculated based on concrete strength according to equation (4.10) (ACI 318 2014).

\[ E_c = 57,000 \sqrt{f_c}' \]  
\[ (4.10) \]

In equation (4.10), \( E_c \) is the modulus of elasticity of the concrete in psi and \( f_c' \) is the compressive strength of the concrete in psi.

Abaqus allows material properties to depend on field variables. A field variable in the model is defined as the current value of total time of the analysis for each increment. Material properties, such as the modulus of elasticity or entire stress-strain curves, can then be input in tabular form dependent on time by using a field variable. Abaqus linearly interpolates between defined values as necessary when a property is defined based on field variables. Based on the calibrated strength development equation (equation (4.9)), several time points were selected to model the strength development of the concrete. The ages selected for Abaqus to use for linear interpolation were 1 hour, 1 day, 3 days, 7 days, 14 days, and 28 days. The strength development curve relying on linear interpolation for the development of the compressive strength and elastic modulus of the concrete are presented in Figure 4.2 and Figure 4.3, respectively.
The only remaining material property not previously defined in the heat transfer analysis was the coefficient of linear thermal expansion of the concrete. Using field data and recommended values in the literature, a value of $10.8 \times 10^{-6} / \degree C$ was used as the coefficient of linear thermal expansion of the concrete (Mills 1999).

Inelastic Behavior

Modeling concrete in FE software is complex due to the nonlinear behavior of concrete in both tension and compression. Abaqus offers three methods for modeling the inelastic behavior of concrete: the smeared crack model, the brittle cracking model, and the concrete damaged plasticity model. All three models are intended for use on concrete materials at low confining pressures.
The smeared crack model can model the inelastic behavior of concrete under both compression and tension. However, cracking is assumed to be the dominant component of inelastic behavior, while compressive behavior is notably simplified for computational efficiency in the smeared crack model. Furthermore, the smeared crack model is intended for monotonic straining (Abaqus 2008).

The brittle cracking model, like the smeared cracking model, assumes cracking is the dominant inelastic behavior of the concrete. However, unlike the smeared crack model that accounts for some nonlinearity in the compressive behavior, the brittle cracking model treats any compression as purely elastic. A benefit of this model is that it offers a brittle failure criterion which can remove elements from the mesh (Abaqus 2008).

The concrete damaged plasticity (CDP) model is the most robust of the three models because it can handle variable loading and does not assume that cracking is the primary nonlinear behavior. This model accounts for damage in both compression and tension by reducing the stiffness of the concrete. This makes the CDP model a well-suited for general use. Since variable loading was part of this study, deriving from seasonal and daily temperature fluctuations, the CDP model was used in the current study (Abaqus 2008).

In the CDP model, the inelastic stress-strain behavior of the concrete was input in tabular format for both compression and tension behavior. The stress-strain curves were calculated according to Hsu and Hsu (1994). For compression, the nonlinear behavior of concrete includes both strain hardening and strain softening of the concrete to account for crushing. For tension, the nonlinear behavior only consists of strain softening due to the cracking behavior of concrete. The nonlinear behavior of the concrete needed to be input for various ages of the concrete to account for the strength development of the concrete. The stress-strain curves for all ages considered are presented in Figure 4.4 and Figure 4.5 for the compressive and tensile behavior, respectively.

![Figure 4.4. Stress-strain input for compressive behavior of concrete](image)
The CDP model supports damage parameters. Under variable loading, damage parameters reduce the stiffness of the concrete due to damage caused by previous loading. Damage parameters are critical to accurately capture the behavior of concrete due to variable loading. A damage parameter of unity represents complete loss of strength, while a value of zero represents undamaged concrete (Sümer and Aktaş 2015). The damage parameters can be defined based on stress-strain data for the concrete and are defined as the cracking strain or inelastic strain over total strain for tension or compressive damage, respectively (Wahalathantri et al. 2011). Damage parameters are incorporated by Abaqus as defined in equations (4.11) and (4.12) for tension, \( t \), and compression, \( c \) (Abaqus 2008).

\[
\sigma_t = (1 - d_t)E_o (\varepsilon_t - \bar{\varepsilon}_t^{pl})
\]

(4.11)

\[
\sigma_c = (1 - d_c)E_o (\varepsilon_c - \bar{\varepsilon}_c^{pl})
\]

(4.12)

where \( \sigma \) is the stress, \( d \) is the damage parameter, \( E_o \) is the undamaged modulus of elasticity, \( \varepsilon \) is the total strain, and \( \bar{\varepsilon}_t^{pl} \) is the equivalent plastic strain. Due to the generally monotonic straining the models in this study experienced and the fact that tensile plastic strain was expected to occur more prominently than compressive plastic strain in concrete, only the tensile damage parameters were used in the current study. The tensile damage parameters were also beneficial to include since they helped visualize cracking in the concrete.

In addition to the stress-strain data, the CDP model needs several parameters to be defined. The ratio of the second stress invariant on the tensile meridian to that on the compressive meridian at initial yield must be defined and has a recommended value of 0.667. The dilation angle accounts for the increase in plastic volume once the concrete begins behaving inelastically under pressure. The eccentricity value represents the eccentricity of the plastic potential and has a recommended value.
value of 0.1. The ratio of initial equibiaxial compressive yield stress to initial uniaxial compressive yield stress has a recommended value of 1.16. The viscosity parameter alters the damage zone, with a larger value diffusing the damage zone over a larger space (Michal and Andrzej 2015, Sümer and Aktaş 2015, Abaqus 2008).

The viscosity parameter of the CDP model represents relaxation time and allows for viscous regularization of the model. Viscous regularization is a useful tool for solving convergence issues with the CDP model that arise in the softening regime of the material. According to the Abaqus user manual, as long as the viscosity parameter remains small in comparison to a typical time increment, the results of the analysis should be accurate (Abaqus 2008).

The typical time increment of the analyses performed for this study are much larger than the default for a static analysis. Even though all the analyses performed in this study are static, time must be considered to appropriately account for shrinkage and creep effects. Therefore, the time steps in this study are several times larger than the default time step of unity. This allows for substantially larger viscosity parameter values to be used than in other studies while still achieving accurate results from the model.

Through sensitivity analysis, values for the viscosity parameter and angle of dilation of the model that offer good convergence as well as accurate results were selected. The default value of the angle of dilation was found suitable. However, the default value of zero for the viscosity parameter was not used and instead a small value was used (in comparison to a typical time increment of each model).

*Steel Material Definition*

Steel material was needed for the reinforcement bars embedded in the concrete. The steel had a modulus of elasticity of 29,000 ksi, a yield stress of 60 ksi, and a Poisson’s ratio of 0.30. The inelastic behavior of the steel was considered bilinear, as shown in Figure 4.6.
Finally, a value of $11.7 \times 10^{-6}/^\circ\text{C}$ was used as the coefficient of linear thermal expansion of the steel.

**Boundary Conditions, Interactions, and Dead Load**

Boundary conditions are important, especially for structures that experience volumetric changes. If a fixed boundary condition is applied to the surface of a member that experiences volumetric changes, the boundary condition will fully restrain the surface that it is applied to and cause a substantial stress concentration. This stress concentration is generally unrealistic, as is the case for columns attached to a pile cap since the pile cap would also experience some level of volumetric change as well.

To avoid an unrealistic stress concentration, the base of each column was coupled to a reference point through a structural distributing coupling. This approach allowed any boundary condition with various levels of fixity to be applied to the reference points while allowing the column bases to expand and contract as necessary, therefore avoiding unrealistic stress concentrations.

According to the Iowa DOT BDM (2018), the column bases of frame piers are not fully fixed when piles are used for the foundation. Since piles are a common foundation choice for piers, the appropriate rotational stiffness needed to be accounted for in the model. This was achieved using springs. The reference points that were coupled to the column bases were fixed for every degree of freedom except in-plane rotation. A spring element was then applied to each reference point and connected to the ground. The active degree of freedom of the springs was set to in-plane rotation of the columns and a rotational stiffness was input. The rotational stiffness is calculated according to equation (4.13), as defined by the Iowa DOT BDM (Iowa DOT Office of Bridges and Structures 2018).

$$J = \frac{E_p I_p}{L_p}$$  

(4.13)

where $J$ is the rotational stiffness (kip-in./rad), $E_p$ is the modulus of elasticity of the piles, $I_p$ is the moment of inertia of the pile group (in.$^4$), and $L_p$ is the effective pile length taken as 75% of the actual pile length for bearing piles and 50% of the actual pile length for frictional piles.

Stiff plates were attached to the bases of the columns. These stiff plates prevented high localized strains in the columns, and thus greatly improved the stability of the model. The stiff plates were subjected to the same thermal and shrinkage strains as the concrete they were applied to in order to avoid localized stress concentrations at the contact between the concrete and plates. The stiff plates did not experience the same Poisson’s effect that the columns did. However, the inclusion of the stiff plates was found to improve convergence of the model, even without the inclusion of Poisson’s effect in the material definition of the plates. The reinforcing steel was modeled as an embedded region within the concrete, as recommended for use with the CDP model (Abaqus 2008). An example of the embedded rebar in a model with 20 ft columns is presented in Figure 4.7.
Dead load from the superstructure was applied to the cap beam of any modeled frame pier as a vertical pressure load that was applied to certain areas on the top surface of the cap beam. The areas where the pressure load was applied represented the beam seats of the cap beam, which are where the dead load of the superstructure is transferred to the cap beam. An example of the locations of the application of superstructure dead load to a frame pier with 20 ft tall columns is presented in Figure 4.8.

The additional stiffness added to the cap beam by the superstructure was assumed to be small and safely neglected. This was supported by observing small variation in vertical displacement along the length of the cap beam in many of the analyses performed in this study.

**Mesh**

*Elements*

Three-dimensional hexahedron elements are preferred in analysis due to their capability to provide accurate results with reasonable computational demand in many general use cases.
Therefore, the DC3D8 and C3D8R Abaqus element types were used for the concrete in heat transfer and 3D stress analyses, respectively. These element types were 8-node linear bricks that used reduced integration. For the one-dimensional rebar, the T3D2 Abaqus element type was used in the 3D stress analysis. This element type was a 2-node linear 3D truss that is recommended for use with the CDP model (Abaqus 2008).

Mesh Sensitivity

A comprehensive mesh sensitivity analysis was performed to ensure accurate results and maintain computational efficiency. Several measures of structural response were recorded to identify convergence of the results regarding mesh size: the reactions at the column bases, maximum stress in the steel reinforcement, maximum strain in the concrete, and maximum displacement of the column tops. The structure was determined to converge at a mesh size of two in. with hexahedron elements. However, for long asymmetric frame piers with large members, which were modeled in this study, this mesh size would impose great computational cost. Therefore, another set of analyses were performed while increasing the mesh size at locations of the structure away from areas of interest. Through an iterative process, it was determined that only the tops of the columns and the regions of cap beam above the columns (and extending beyond the column faces) needed a 2 in. mesh. The remaining areas of the structure were assigned a 4 in. mesh, which was determined to maintain accurate results and provide computational efficiency. The final selected mesh size is provided in Figure 4.9 for frame pier with 20 ft tall columns.

![Figure 4.9. Final mesh configuration](image)

Model Validation

An FE model of the instrumented frame pier of 418 Woodbury was created to validate the FE model. The geometry of the developed FE model of the instrumented frame pier is presented in Figure 4.10.
This model was further calibrated and validated through a comparison with field collected data. This comparison ensures that many aspects of the model were accurately represented, such as thermal properties, boundary conditions, joint interactions, nonlinear behavior, shrinkage strain, and creep strain. Two months of field data, beginning when the cap beam was cast, validated the numerical model. It was estimated that 43% of the expected ultimate shrinkage strain that the instrumented frame pier would experience occurred during this two-month period, based on the ACI shrinkage model. This shrinkage estimate considered an average humidity of 70% for a typical year in Iowa for calculating ultimate shrinkage and 78% for the predicted shrinkage during the two-month period (based on actual weather data). Environmental conditions and construction loads were applied to the model following the construction timeline of the instrumented frame pier shown in Table 4.2.

### Table 4.2. Construction schedule for instrumented frame pier

<table>
<thead>
<tr>
<th>Day</th>
<th>Construction Progress</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Cap Beam Poured</td>
</tr>
<tr>
<td>10</td>
<td>Column Foundations Backfilled</td>
</tr>
<tr>
<td>25</td>
<td>First 4 Center Span Beams Placed</td>
</tr>
<tr>
<td>26</td>
<td>First 4 End Span Beams Placed</td>
</tr>
<tr>
<td>27</td>
<td>Final 4 Center Span Beams Placed</td>
</tr>
<tr>
<td>28</td>
<td>Final 4 End Span Beams Placed</td>
</tr>
<tr>
<td>54</td>
<td>Deck Formwork and Rebar Placed</td>
</tr>
<tr>
<td>63</td>
<td>Deck Poured</td>
</tr>
<tr>
<td>86</td>
<td>Half of South Barrier Rail Poured</td>
</tr>
<tr>
<td>89</td>
<td>Remaining Half of South Barrier Rail Poured</td>
</tr>
<tr>
<td>96</td>
<td>North Barrier Rail Poured</td>
</tr>
</tbody>
</table>

The results of the heat transfer analysis were compared with the field data. Modifications were made to the thermal properties of the concrete and some of the weather data. Only approximated weather data were modified (e.g., thermal radiation), and actual weather data were untouched (e.g., temperature data).

The thermal conductivity of the concrete was slightly increased to allow larger temperature fluctuations to occur within the cap beam, which better aligned the model to the field data. Additionally, special care was taken when modeling the temperature at the bottom of the column by considering the thermal effect of the backfill. Although the overall structural behavior of the
structure was not significantly affected by the temperature of the columns below ground level, the thermal strain must be precise to accurately match the model results to the field data.

The heat of hydration was not modelled, as it was assumed to not affect the structural behavior of the frame pier due to the very early-age of the concrete when it occurs. The final temperature results of the model at key locations of the structure were compared to field data in Figure 4.11 through Figure 4.15.

![Figure 4.11. Thermal comparison between field data and the model at base of column](image1)

![Figure 4.12. Thermal comparison between field data and the model at top of column](image2)
Figure 4.13. Thermal comparison between field data and the model at bottom of cap beam

Figure 4.14. Thermal comparison between field data and the model at top of cap beam
Overall, these results show that the thermal gradients generated in the model were realistic to what occurred in the field, and thus appropriate for use in analysis. The developed thermal profiles of the model during the night and day at the end of the two-month period are presented in Figure 4.16.

**Figure 4.15. Thermal comparison between field data and the model near center of cap beam**

**Figure 4.16. Thermal simulated thermal profiles during the day and at night**
The results of the 3D stress analysis were compared with field data. Parameters of interest when comparing these data sets included the rotational stiffness of the column bases, the connection between the cap beam and column tops, and the application of superstructure dead load. All these parameters were approximated or simplified due to lack of resources or modeling requirements.

Generally, the structural behavior of the model matched well to the field data, as presented in Figure 4.17 through Figure 4.21.

![Figure 4.17. Strain comparison between field data and the model at base of column](image1)

![Figure 4.18. Strain comparison between field data and the model at top of column](image2)
Figure 4.19. Strain comparison between field data and the model at bottom of cap beam

Figure 4.20. Strain comparison between field data and the model at top of cap beam
The displacement of the structure is visualized in Figure 4.22.

The most notable discrepancy between the model and field data occurred at the column base. One reason for this discrepancy is that the initial temperature at the column was assumed uniform throughout the entire column. However, the column was cast several days before the cap beam was cast and thus developed a thermal profile. Rather than attempting to recreate this complicated thermal profile, a uniform temperature distribution was used, which mostly represents the temperature at the top of the column.

Another reason for the discrepancy was that the column base was exposed to a substantially different humidity than the rest of the pier since the column base was backfilled 10 days after the cap beam was poured. Burying concrete beneath soil will reduce the amount of shrinkage that occurs since moisture in the soil prevents the concrete from drying. Since the model did not consider this phenomenon, it was expected to simulate more shrinkage at the column base and thus more compressive strain. These two rationales explain why the model overestimated the
compressive strain at the column base. This discrepancy was localized and not expected to affect the holistic structural behavior of the frame pier.

The remaining, less significant discrepancies between the model and field data included the model experiencing larger overall fluctuations in strain and a difference in the amplitude of diurnal strain at certain times. One reason for these variations was that the model considered the cap beam and columns to be monolithic, when there was actually a cold joint between these members.

The effect of altering the rotational stiffness at the column bases was investigated to improve the accuracy of the model. However, it was discovered that only very large changes in the rotational stiffness noticeably affected the results. Therefore, no modifications were made to the rotational stiffness from that predicted by equation (4.13) in the current study.

The long-term behavior of the model was found to match well with the field data. The long-term behavior was most important as that was when effects from temperature and shrinkage were most prominent several months after construction. Despite not having a full year of data collected at this point, the end of the two-month period of data was still observed closely.

Apart from the column base, the average strain of all the critical locations of the structure at the end of the considered time period were within 2.5% of the average strain of the field data. Considering that “it would be unrealistic to expect results from prediction models to be within plus or minus 20% of the test data for shrinkage” (ACI 209 2008), this small margin of error between the model and field data shows that the model accurately predicted the behavior of frame piers under temperature and shrinkage effects.
CHAPTER 5. PARAMETRIC STUDIES

Effects of Time of Casting

Purpose

Frame piers can be constructed throughout much of the year in Iowa. However, extremely cold times may be avoided since casting concrete in cold weather requires heating to protect the freshly poured concrete. The initial temperature at the time of casting is fundamental to the development of forces due to temperature. The combined effect of seasonal fluctuations in temperature and shrinkage are important and depend heavily on casting time. Therefore, the effect of casting time was investigated to identify a worst-case casting time, which was used throughout all remaining parametric studies.

Preliminary Analysis

An analytical investigation was performed prior to a more comprehensive FE analysis. The goal of this simplified analysis was to identify the most critical times of the year to cast a frame pier. The critical casting times identified in this preliminary analysis were then further investigated in a comprehensive FE analysis.

A yearlong shrinkage strain history was calculated according to the calibrated ACI shrinkage model, as shown in Figure 5.1.

![Shrinkage time history](image)

**Figure 5.1. Shrinkage time history**

Due to limitations of the shrinkage model, the relative humidity was assumed constant and a recommended value of 70% relative humidity was used (Iowa DOT Office of Bridges and Structures 2018). This assumption led to seasonal and daily weather effects having no effect on shrinkage strain. However, thermal strain is dependent on weather. The weather data time histories were used in a heat transfer analysis to obtain a time-dependent temperature field. Since
the cap beam of a frame pier is the primary cause of restraint, an average temperature time history was obtained from the heat transfer analysis representing the cross section of the cap beam, as visualized in Figure 5.2.

![Figure 5.2. Temperature time history](image)

A MATLAB script was developed to calculate the maximum and minimum strains the concrete would experience during the first year after casting considering shrinkage and thermal strain. The script calculated a strain time history due to the combination of thermal and shrinkage strain based upon a specified casting time. A total of 365 different casting times were considered, with initial temperatures equal to the average of the high and low temperatures of each day. For each casting time considered, the strain time histories were summarized by maximum compressive strain, maximum tensile strain, and the ages of concrete when each maximum strain occur.

A limitation to this approach was that creep strains were not considered. Additionally, loss of stiffness from previous strains before the maximum and minimum strains occur was neglected in this preliminary analysis. These limitations aside, the script was suitable to detect whether expansive strain or contraction strain was more critical and identify critical times of casting to further explore in a detailed FE analysis.

The results of this analysis made it clear that contraction strain was much more critical than expansive strain. As seen in Figure 5.3 and Figure 5.4, the compressive strain could reach a magnitude of around 570 microstrain, while the tensile strain can only reach a magnitude of about 90 microstrain.
This result was expected as shrinkage strain complements contractive thermal strain but reduces expansive thermal strain. Additionally, the temperature of the concrete at time of casting is not allowed to fall below 40°F (4.4°C) per standard construction specifications (Iowa DOT Highway Division 2015). This means that the difference between the initial temperature of the concrete
and an extreme value will never be as large for expansive strain as for contraction strain. The most critical time of casting appears to be during summer. The age of concrete when it experiences the maximum contraction strains varies, generally decreasing in magnitude from spring to fall. Therefore, an FE analysis was warranted to account for creep effects as well as the nonlinear behavior of the concrete. The results of the developed MATLAB script allowed the FE analysis to solely focus on compressive strain, as that was identified as the most critical.

Another inference made from the results of the script was that thermal strains may play a larger role than shrinkage strain. This is due to almost all the considered casting times experiencing their maximum contractive strains on the same day (the end of January). This can be visualized by the linear relationship between the time of casting and age of the concrete when the maximum contractive strain occurs. In terms of magnitude, shrinkage strain and thermal strain were similar. However, thermal strains changed magnitude vary rapidly compared to shrinkage strain. This rapid change in strain will not be relaxed by creep as significantly as slowly developed strains, such as shrinkage strain. This limits the amount of creep relaxation thermal strains will experience and thus may lead to thermal strains playing a larger role than shrinkage strain in the behavior of the structure.

Four casting dates were selected for further analysis with the developed FE model: June 10th, July 10th, August 31st, and September 30th. The temperature time histories, showing only the daily lows for clarity, are provided in Figure 5.5 for each critical casting time.

![Figure 5.5. Low temperature time histories for each selected casting time](image-url)

Each analysis simulated the full year of weather data that was previously used in the MATLAB script.
Creep Effects

To consider the effects of creep, an FE model was created. A single frame pier geometry representing a common frame pier in Iowa was selected to observe the effect of casting time. The selected frame pier geometry consisted of four cylindrical columns, each with a height of 10 ft, a diameter of 3 ft, and column spacing of 16 ft on center. The height of the columns was shorter than most frame piers to magnify the effects of volumetric change. The columns supported a cap beam with a length of 58.25 ft, a height of 3.25 ft, and a width of 3.25 ft. The cap overhang, measured from the center of the end column to the end of the cap, was 5.25 ft long.

The frame pier was symmetrical about its midpoint. The analysis took advantage of this symmetry, as only half of the frame pier was modeled with a symmetric boundary condition imposed on the right end of the cap beam to achieve computational efficiency. The foundation for each column was considered to consist of a pile cap and piles. The rotational stiffness of the pile group was calculated per the equation used (with $4.72 \times 10^6$ kip-in./radian). The heat transfer analyses were performed in a similar fashion to that performed in the model validation section where the actual temperature profiles from the heat transfer analysis are used. The FE model geometry used to investigate casting time is presented in Figure 5.6.

![Figure 5.6. FE model of frame pier used in time of casting investigation](image)

Results

The July 10 casting date resulted in the highest demand on the frame pier when considering column reactions and displacement, as summarized in Table 5.1.

<table>
<thead>
<tr>
<th>Casting Date</th>
<th>Max. Moment (kip-ft)</th>
<th>Max. Shear (kip)</th>
<th>Max. Displacement (in.)</th>
<th>Critical Age (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6/10/2019</td>
<td>344</td>
<td>74.8</td>
<td>0.151</td>
<td>235</td>
</tr>
<tr>
<td>7/10/2019</td>
<td>354</td>
<td>76.4</td>
<td>0.156</td>
<td>205</td>
</tr>
<tr>
<td>8/31/2019</td>
<td>335</td>
<td>73.2</td>
<td>0.148</td>
<td>153</td>
</tr>
<tr>
<td>9/30/2019</td>
<td>299</td>
<td>66.2</td>
<td>0.131</td>
<td>123</td>
</tr>
</tbody>
</table>
This maximum demand occurred during the lowest temperature, which was on the 205th day. Despite July 10 resulting in the maximum demand, any hot summer day is expected to result in a high demand due to shrinkage and temperature effects. For example, the average demand on the frame pier when cast on June 10th was only 2.6% lower than if cast on July 10.

Creep did not appear to significantly affect the results given the FE results reflected those of the MATLAB script, which neglected creep. In fact, the time histories that reached their maximum demand of the structure the fastest (i.e., as low as about 125 days) resulted in less demand compared to the time histories that took 200 days to reach their maximum demand on the structure. This can be attributed to the magnitude of creep diminishing with age. This means that, when a structure gradually reaches a high stress over a long period, less creep will result from that high stress compared to a structure that experiences the same high stress much earlier. This explains the results of the casting time analyses given that the analyses that took the longest resulted in the highest demand on the frame pier despite allowing for creep over a longer period. Full time histories of the moment at the base of the outer column are presented in Figure 5.7.

![Figure 5.7. Moment reaction at exterior column base for each casting time investigated](image)

Based on the FE results investigating time of casting, all subsequent analyses consider the cap beam cast on July 10th and consider a time history 215 days.
Effects of Column Stiffness

Purpose

Column stiffness affects the performance of frames under volumetric change. However, some design guides focus solely on frame length when determining design decisions regarding temperature and shrinkage effects in frame piers. For example, the bridge design manuals created by Illinois and Nebraska consider only the length of a frame pier when determining whether to place a joint in the cap beam or include temperature and shrinkage effects in design. Furthermore, studies often attempt to summarize the effect of column stiffness as dependent on only the height of a column. This has led to metrics such as the length-to-height ratio being utilized when identifying the susceptibility of a frame to volumetric changes.

While column height is critical in determining column stiffness, frame piers are known to have strong and weak moments of inertia due to rectangular cross sections. In some cases, the difference between the strong and weak moments of inertia is significant. For example, the columns of an existing frame pier in Dubuque, Iowa, have a strong moment of inertia that is 300% larger than their weak moment of inertia. This makes it crucial to consider column orientation when considering whether a frame pier is vulnerable to volumetric changes. Furthermore, material strength and the rigidity of the connections at the top and base of a column affect overall column stiffness.

Three methods were used to vary column stiffness of a frame pier. Method 1 varied column stiffness uniformly for all columns, meaning that all columns had equal stiffness. Method 2 varied column stiffnesses such that the outer columns differed from the interior columns. Method 3 varied column stiffness linearly along the length of the frame pier. This final case occurred most often when the heights of the columns varied to accommodate a sloped grade. The goal of this investigation was to understand the effect of column stiffness on the overall structural performance of frame piers.

Finite Element Analysis

The base case for the column stiffness investigation consisted of a frame pier with 20 ft tall columns and a length of 90 ft from the centerline of exterior column to the centerline of the exterior column. This frame pier geometry was based on an existing frame pier in Iowa that uses a common column size, 3 ft diameter columns modeled as square columns with a cross-section of $32 \times 32$ in. to increase model stability and maintain similar stiffness.

However, this frame pier was designed with more flexible columns with a height of 27.8 ft. This allowed the effects of flexible columns to be realistically shown. The frame pier was designed with tall, flexible columns which could be shortened to increase column stiffness while remaining adequately designed for supporting gravity loads. The frame pier supported prestressed concrete girders spaced 7.5 ft on center and an average bridge span of about 79 ft.
Only the dead load of the structure and forces due to temperature and shrinkage effects were considered in the analysis.

For every case considered, only the column stiffnesses were altered from the base case and all other components of the frame pier remained constant: including material properties, rebar configuration, rotational stiffness at the column bases, cap beam dimensions, column spacing, shrinkage strain development, dead load applied to the cap beam, and temperature history.

In the Method 1 cases, column stiffness was varied through two different approaches. The first approach only altered the height of the columns to alter column stiffness. This maintained consistent connections between the cap beam and columns. Column heights of 10, 11, 15, 20, and 27.8 ft were considered.

The second approach altered the cross-sectional shape of the column to vary the moment of inertia of the column. This also altered the behavior of the connections between the cap beam and columns. Only the width of the columns was increased as this dimension has the most effect on the moment of inertia of the columns. Therefore, the columns maintained a depth of 32 in. Column moments of inertia of 4.2, 14.2, 22.6, 33.7, and 48.0 ft\(^4\) were considered (which corresponded to column widths of 32, 48, 56, 64, and 72 in.). The cases considered in Method 1 are presented in Figure 5.8 and Figure 5.9.

![Figure 5.8. Uniform column height cases considered](image)
The cases considered in Method 2 only altered the cross-sectional shape of the columns. The cases considered in Method 2 are presented in Figure 5.10.
The geometries in Figure 5.10 correspond to $I_{Ext}/I_{Int}$ values of 0.1, 0.2, 0.3, 1.0, 3.4, 5.4, and 8.0, where $I_{Ext}/I_{Int}$ is the ratio of the gross moment of inertia of an exterior column to an interior column. Method 3 considered one case in which the column height of the base case decreased linearly along the length of the frame pier from a height of 20 ft to 15 ft, as presented in Figure 5.11.
Several measurements of performance and demand of the structure were extracted from the results of each case. The maximum shear at a column base, maximum moment at a column base, minimum vertical load at a column base, maximum lateral displacement of the top of an exterior column, maximum cracking strain of the structure, and maximum rebar stress were all extracted.

**Method 1 Results**

For every column height case, the maximum shear and moment reactions of a column occurred at the exterior column. However, in two column shape cases, the maximum column base shear occurred at the outermost interior column. These two cases were the stiffest column shape cases considered (i.e., column widths of 64 in. and 72 in.). The shifting location of the maximum base shear was attributed to the top of the interior column experiencing more restraint from the cap beam, which spanned on both sides of the column, than that experienced by the exterior column. Despite the maximum shear reaction occurring at an interior column in two cases, the maximum moment reaction occurred at the exterior column in every case considered. Maximum shear reactions of each column for every column shape case are presented in Figure 5.12.

![Figure 5.12. Maximum shear reaction of each column in the column shape cases](image)

Maximum shear at the interior column was only 1.8% that of the exterior column in the stiffest column height case considered, a column height of 10 ft.

The results of uniformly varying the column stiffness show that column stiffness significantly affects the behavior of frame piers subjected to temperature and shrinkage effects. Decreasing the column height from 27.8 ft to 10 ft increased the shear at the exterior column by 633% from 17.6 kips to 129 kips. Increasing the moment of inertia of the columns from 4.2 ft$^4$ (i.e., the base
case) to 48.0 ft\(^4\) increased the shear at the outer column by 148% from 38.8 kips to 96.4 kips. In both the column height and column shape cases, the moment reaction did not increase as substantially as the shear reaction did. Decreasing the column height increased the moment reaction by 177% and increasing the moment of inertia of the columns increased the moment reaction by 48.7%.

It is well-known that the lateral stiffness of a column is proportional to the expression in equation (5.1).

\[ k \propto \frac{EI}{L^3} \]  

where \( k \) is the lateral stiffness of the column, \( E \) is the modulus of elasticity, \( I \) is the moment of inertia, and \( L \) is the column height. The results of all the cases considered in Method 1 are presented in terms of \( EI/L^3 \) in Table 5.2 and Table 5.3 to draw direct comparisons between the cases.

<p>| Table 5.2. Maximum FE results from the column height cases |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>( EI/L^3 ) (kip/in.)</th>
<th>Column Height (ft)</th>
<th>Shear (kip)</th>
<th>Moment (kip-ft)</th>
<th>Lateral Disp. (in.)</th>
<th>Cracking Strain (( \mu ))</th>
<th>Rebar Stress (ksi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>207.9</td>
<td>10.0</td>
<td>128.6</td>
<td>621.8</td>
<td>0.252</td>
<td>7,435</td>
<td>37.9</td>
</tr>
<tr>
<td>156.2</td>
<td>11.0</td>
<td>113.8</td>
<td>603.5</td>
<td>0.256</td>
<td>6,592</td>
<td>31.6</td>
</tr>
<tr>
<td>61.6</td>
<td>15.0</td>
<td>68.0</td>
<td>472.4</td>
<td>0.266</td>
<td>4,087</td>
<td>21.5</td>
</tr>
<tr>
<td>26.0</td>
<td>20.0</td>
<td>38.8</td>
<td>350.5</td>
<td>0.272</td>
<td>510</td>
<td>15.6</td>
</tr>
<tr>
<td>9.5</td>
<td>27.8</td>
<td>17.6</td>
<td>224.4</td>
<td>0.277</td>
<td>0</td>
<td>10.6</td>
</tr>
</tbody>
</table>

<p>| Table 5.3. Maximum FE results from the column shape cases |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>( EI/L^3 ) (kip/in.)</th>
<th>Moment of Inertia (ft(^4))</th>
<th>Shear (kip)</th>
<th>Moment (kip-ft)</th>
<th>Lateral Disp. (in.)</th>
<th>Cracking Strain (( \mu ))</th>
<th>Rebar Stress (ksi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.0</td>
<td>4.2</td>
<td>38.8</td>
<td>350.5</td>
<td>0.272</td>
<td>510</td>
<td>15.6</td>
</tr>
<tr>
<td>87.7</td>
<td>14.2</td>
<td>64.8</td>
<td>496.4</td>
<td>0.264</td>
<td>3,039</td>
<td>15.2</td>
</tr>
<tr>
<td>139.3</td>
<td>22.6</td>
<td>76.3</td>
<td>518.6</td>
<td>0.258</td>
<td>2,924</td>
<td>18.6</td>
</tr>
<tr>
<td>207.9</td>
<td>33.7</td>
<td>83.0</td>
<td>521.2</td>
<td>0.253</td>
<td>5,062</td>
<td>24.5</td>
</tr>
<tr>
<td>296.0</td>
<td>48.0</td>
<td>96.4</td>
<td>507.3</td>
<td>0.243</td>
<td>5,827</td>
<td>34.9</td>
</tr>
</tbody>
</table>

The shear reaction at the exterior column bases increased as column stiffness increased. However, the increase in shear significantly tapered off at higher column stiffnesses, as can be seen in Figure 5.13.
This tapering can be attributed to creep and cracking of the concrete relaxing stress in the structure. The moment reaction at the exterior column base behaved similarly to the shear reaction. However, the tapering effect was even more prominent for the moment reaction, as seen in Figure 5.14.

**Figure 5.13. Maximum shear reactions of each uniform column stiffness case**

**Figure 5.14. Maximum moment reactions of each uniform column stiffness case**
In fact, the moment reaction was effectively constant for all of the column shape cases except for the base case, which had the lowest considered moment of inertia.

Increasing the rotational stiffness of the column bases as column stiffness is increased would likely produce different results.

Despite the cases covering a similar range of $\frac{EI}{L^3}$ values, the column height cases consistently experienced a higher demand than the cases altering the cross-sectional column shape. This difference was most prominent in the shear reaction results, in which the 10 ft column height case experienced 55% more shear demand than the 33.7 ft$^4$ moment of inertia case, despite both cases having identical $\frac{EI}{L^3}$ values. This difference was attributed to the ratio of flexural stiffness of the columns to that of the cap beam, which affects the locations of cracking.

In all the column height cases, the widest crack was a horizontal crack that formed at the beam-column interface at the exterior columns. This crack originated from the inside face of the exterior column. In the stiffest column height case considered, an additional small vertical crack formed in the cap, originating from the same location as the horizontal crack. The location of cracking differed among the column shape cases.

For the most flexible column shape cases considered, the widest crack formed nearly identical to that from the column height cases. However, for the stiffest column shape cases, the widest crack was a vertical crack that occurred in the cap beam and originated from the inside face of the exterior column. Additionally, no cracking occurred at the top of the column. In the stiffest column shape case considered, the cap beam experienced an additional crack near the outside face of the outermost interior column. This crack originated from the top of the cap beam. The location of this crack is interesting as additional gravity loads would likely widen the crack. The cracking strain distribution at the center of the frame pier for selected analyses is presented in Figure 5.15 and Figure 5.16 for various column height and column shape cases, respectively.
Figure 5.15. Cracking strain for column height cases
The vertical reactions at the column bases were observed. The minimum vertical reaction consistently occurred at the base of the exterior column. The minimum vertical reaction was
important, since, when considered in combination with other loads such as wind, the vertical reaction may resist uplift. The minimum vertical reaction of the base case after all the dead load was placed on the frame pier resisted a downward force 325 kips. The column shape case with the stiffest columns decreased the vertical reaction the most of any case considered, resisting a downward vertical force of 250 kips, which constituted a 23% decrease in vertical force compared to the base case. The column height case with the stiffest columns was observed to decrease the vertical reaction by 16%, resisting a downward force of 273 kips.

Method 2 Results

To understand the effects of varying column stiffness between the exterior columns and interior columns, the results of Method 2 were compared to the uniform column shape cases considered in Method 1. Exterior columns considered in Method 2 were compared to exterior columns of the same stiffness in Method 1. Furthermore, the outermost interior columns in Method 2 were compared to the outermost interior columns of the same stiffness in Method 1.

The results of altering column stiffness in accordance with Method 2 show that a difference in stiffness between the exterior columns and interior columns had little effect on the behavior of frame piers subjected to temperature and shrinkage effects. The maximum shear and moment reactions at the exterior columns are presented in Figure 5.17 and Figure 5.18, respectively.

![Figure 5.17. Exterior column base shear comparison between nonuniform and uniform column configurations](image-url)
The maximum shear and moment reactions at the outermost interior column are presented in Figure 5.19 and Figure 5.20, respectively.

Figure 5.18. Exterior column base moment comparison between nonuniform and uniform column configurations

Figure 5.19. Outermost interior column base shear comparison between nonuniform and uniform column configurations

Figure 5.20. Outermost interior column base moment comparison between nonuniform and uniform column configurations
The most significant increase in shear and moment reactions occurred in the outermost interior column and increased by 4.6% and 2.3% over the Method 1 case, respectively. These increases in the interior column occurred in the case with the stiffest exterior columns considered (i.e., $I_{\text{Ext}}/I_{\text{Int}}$ is equal to 8.0).

In this same case, the shear and moment reactions of the exterior column decreased by 7.9% and 1.6% over the Method 1 case, respectively. This decrease in the reactions of the exterior columns was significant since the exterior column experienced the maximum shear and moment demand of any column of the frame pier. In fact, the maximum shear and moment reactions of the frame pier were reduced in every case considered when compared to the Method 1 cases. Additionally, crack formations were identical to the cases of Method 1. Therefore, frame piers with either more or less stiff exterior columns were less susceptible to temperature and shrinkage effects than frame piers with uniform columns.

**Method 3 Results**

To understand the effects of linearly varied column stiffness along the length of a frame pier, the results of Method 3 were compared to the results of the uniform column height cases from Method 1. In particular, the 15 and 20 ft column height cases were used for comparison. The results of Method 3 in comparison to select results of Method 1 are presented in Table 5.4.

<table>
<thead>
<tr>
<th>Column Stiffness Case</th>
<th>Column Height (ft)</th>
<th>Shear (kip)</th>
<th>Moment (kip-ft)</th>
<th>Lateral Disp. (in.)</th>
<th>Cracking Strain (με)</th>
<th>Rebar Stress (ksi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linearly Varied</td>
<td>15.0</td>
<td>60.7</td>
<td>422.8</td>
<td>0.231</td>
<td>2,841</td>
<td>14.0</td>
</tr>
<tr>
<td>Uniform</td>
<td>15.0</td>
<td>68.0</td>
<td>472.4</td>
<td>0.266</td>
<td>4,087</td>
<td>21.5</td>
</tr>
<tr>
<td>Linearly Varied</td>
<td>20.0</td>
<td>42.6</td>
<td>390.4</td>
<td>0.307</td>
<td>2,137</td>
<td>13.4</td>
</tr>
<tr>
<td>Uniform</td>
<td>20.0</td>
<td>38.8</td>
<td>350.5</td>
<td>0.272</td>
<td>510</td>
<td>15.6</td>
</tr>
</tbody>
</table>

As expected, the maximum demand of the linearly varied column stiffness frame pier occurred in the shortest (15 ft tall) exterior column. Compared to the uniform 15 ft tall column case, the shear and moment demand of the 15 ft column of the linearly varied case was 10.7% and 10.5% less, respectively. Shear and moment demand of the 20 ft column increased by 9.8% and 11.4%, respectively, compared to the uniform 20 ft column case. However, the most significant difference between these two cases was the amount of cracking strain the frame pier experienced at the 15 ft column. Cracking occurred at both exterior columns at the column tops. Both cracks originated from the inside face of the columns, as presented in Figure 5.21.
Figure 5.21. Cracking strain for the linearly varied column stiffness case

The location of cracking was identical to that from the uniform column height cases. Yet, for the 15 ft exterior column, the cracking strain was 30.5% less than that of the uniform 15 ft columns case. For the 20 ft exterior column, the cracking strain was 319% greater than that of the uniform 20 ft column case. These differences appear significant; however, they can be attributed to the development of cracking strain occurring suddenly at some point during the analysis. For example, the uniform 15 ft tall column case did not experience significant cracking strain until day 115 after casting.

The vertical reactions at the column bases were observed. The minimum vertical reaction occurred at the base of the 15 ft tall exterior column. The minimum vertical reaction was important since, when considered in combination with other loads such as wind, the vertical reaction may need to resist uplift. After all of the dead load was placed on the frame pier, the minimum vertical reaction of the case with uniform 15 ft tall columns was a downward force of 303 kips. The 15 ft tall exterior column of the linearly varied column stiffness case resisted a downward vertical force of 312 kips, which constituted a 3% increase in downward vertical force compared to the base case. Similarly, the 20 ft tall exterior column experienced a minor alteration in its vertical reaction compared to its corresponding uniform column case, with a 1.5% increase in downward force.

**Effects of Frame Length**

**Purpose**

The length of a frame is a well-known factor that influences the effects of volumetric changes in frames. Some bridge design manuals rely heavily on frame length as a criterion for designing a frame pier for temperature and shrinkage effects. For example, the bridge design manuals created by Illinois and Nebraska consider only the length of a frame pier when determining whether to place a joint in the cap beam or even include temperature and shrinkage effects in design, respectively.
The effect has yet to be investigated specifically in frame piers, as the literature focuses on building frames. The purpose of this parametric study was to isolate and observe the effect of frame length on the behavior of frame piers subjected to temperature and shrinkage effects.

The results from this parametric study will be compared with those of the other parametric studies performed to help identify the frame pier geometry most susceptible to temperature and shrinkage effects.

Finite Element Analysis

The base case for the frame length investigation was identical to that of the column stiffness investigation: a frame pier with 20 ft tall columns and a length of 90 ft from the centerline of exterior column to the centerline of exterior column. This frame pier geometry was based on an existing frame pier in Iowa that uses a common column size, 3 ft diameter columns (modeled as square columns with a cross-section of 32 in. by 32 in. to increase model stability and maintain similar stiffness). The frame pier supported prestressed concrete girders spaced 7.5 ft on center and an average bridge span of about 79 ft. Only the dead load of the structure and forces due to temperature and shrinkage effects are considered in the analysis.

For every frame length case considered, only the frame length (measured from centerline of exterior column to centerline of exterior column) was altered from the base case and all other components of the frame pier remained constant: including material properties, rebar configuration, rotational stiffness at the column bases, cap beam dimensions, column spacing, shrinkage strain development, dead load applied to the cap beam, and temperature history.

Six different frame lengths were considered with frame lengths of 18, 54, 90, 162, and 198 ft. The considered frame length cases are presented in Figure 5.22.
Several different measures of performance and demand of the structure were extracted from the results of each case. The maximum shear at a column base, maximum moment at a column base, minimum vertical load at a column base, maximum lateral displacement of the top of an exterior column, maximum cracking strain of the structure, and maximum rebar stress are all extracted. Beam spacing was kept as consistent as possible between the various cases considered. However, if the beam spacing fluctuated by any amount, the beam loads were recalculated for the new beam spacing.

**Results**

In every frame length case considered, the exterior columns experienced the highest demand. In comparison to the base case, the shear and moment reactions at the column base increased by 64% and 77%, respectively, when the frame length was increased to 198 ft. The shear and moment reactions at the column base dropped by 78% and 79%, respectively, when the frame...
length was decreased to 18 ft. Like the column stiffness cases, these increases in shear and moment reactions were not linearly dependent on frame length and instead began to taper as the frame length increased. This was again attributed to creep and cracking of the concrete relieving stress in the structure under higher loads. A summary of key results extracted from the frame length cases is presented in Table 5.5.

Table 5.5. Maximum FE results from the frame length cases

<table>
<thead>
<tr>
<th>Frame Length (ft)</th>
<th>EI/L^3 (kip/in.)</th>
<th>Shear (kip)</th>
<th>Moment (kip-ft)</th>
<th>Lateral Disp. (in.)</th>
<th>Cracking Strain (με)</th>
<th>Rebar Stress (ksi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.0</td>
<td>26.0</td>
<td>8.5</td>
<td>74.3</td>
<td>0.056</td>
<td>0</td>
<td>7.5</td>
</tr>
<tr>
<td>54.0</td>
<td>26.0</td>
<td>24.0</td>
<td>214.7</td>
<td>0.165</td>
<td>0</td>
<td>9.6</td>
</tr>
<tr>
<td>90.0</td>
<td>26.0</td>
<td>38.8</td>
<td>350.5</td>
<td>0.272</td>
<td>510</td>
<td>15.6</td>
</tr>
<tr>
<td>126.0</td>
<td>26.0</td>
<td>49.4</td>
<td>463.5</td>
<td>0.377</td>
<td>3,705</td>
<td>19.2</td>
</tr>
<tr>
<td>162.0</td>
<td>26.0</td>
<td>57.6</td>
<td>552.7</td>
<td>0.480</td>
<td>5,211</td>
<td>27.0</td>
</tr>
<tr>
<td>198.0</td>
<td>26.0</td>
<td>63.6</td>
<td>621.2</td>
<td>0.580</td>
<td>5,406</td>
<td>32.2</td>
</tr>
</tbody>
</table>

Plots of the maximum shear and moment reactions are presented in Figure 5.23 and Figure 5.24, respectively.

![Figure 5.23. Maximum shear reactions of each frame length case](image-url)
The formation of cracks in the frame length cases was nearly identical to that of the column height cases considered in the uniform column stiffness investigation. The two shortest frame lengths considered (18 ft and 54 ft) did not undergo any observable cracking in the FE analysis. The widest crack in the other frame length cases occurred at the interface between the cap beam and exterior column and originated from the inner face of the column. Cracking strain distribution of selected cases is presented in Figure 5.25.

Figure 5.24. Maximum moment reactions of each frame length case
The vertical reactions at the column bases were observed. The minimum vertical reaction at the column base was important because, when considered in combination with other loads such as wind, the column foundation may need to resist uplift. The minimum vertical reaction was determined to consistently occur at the base of the exterior column. The minimum vertical

Figure 5.25. Cracking strain for frame length cases
reaction of the base case was a downward force of 325 kips at a point in time after all the self-weight of the bridge was loaded onto the frame pier. The longest frame length case was observed to decrease the vertical reaction most significantly of out of all the frame length case considered, resisting a downward vertical force of 296 kips, which constituted a 9% decrease in vertical force compared to the base case.

**Effects of Bay Length**

*Purpose*

While frame length and column stiffness were the primary focus of this study, the effect of bay length was also known to influence forces in frames subjected to volumetric changes. In a study focused on building frames, roughly doubling the bay length led to a 1.6% increase in moments and axial forces in the members (Ahmed 2011). Generally, bay length has minimal effect on the overall structural performance of frames. However, this parameter has not been investigated for frame piers, which are exposed to different environmental conditions and loading than building frames. Therefore, the effect of bay length on the performance of frame piers subject to shrinkage and temperature effects was examined.

The results from this parametric study will be compared with those of the other parametric studies performed to identify the most susceptible frame pier geometry to temperature and shrinkage effects.

*Finite Element Analysis*

The base case for the bay length investigation was identical to that of the column stiffness investigation: a frame pier with 20 ft tall columns and a length of 90 ft from the centerline of the exterior column to the centerline of the exterior column. This frame pier geometry was based on an existing frame pier in Iowa that used a common column size, i.e., 3 ft diameter columns (modeled as square columns with a cross-section of 32×32 in. to increase model stability and maintain similar stiffness). The frame pier supported prestressed concrete girders spaced 7.5 ft on center and an average bridge span of about 79 ft. Only the dead load of the structure and forces due temperature and shrinkage effects were considered in the analysis.

Only the bay length (measured from centerline of column to centerline of column) was altered from the base case, and all other components of the frame pier remained constant, including material properties, rebar configuration, rotational stiffness at the column bases, cap beam dimensions, overall frame length, shrinkage strain development, dead load applied to the cap beam, and temperature history. The bay length was altered by reducing the column spacing and adding additional columns. The bay length was reduced from 18 ft of the base case to 10 ft, which constituted a 44% reduction in bay length. The considered bay length case is presented in Figure 5.26.
Several different measurements of performance and demand of the structure were extracted from the results of each case. The maximum shear at a column base, maximum moment at a column base, minimum vertical load at a column base, maximum lateral displacement of the top of an exterior column, maximum cracking strain of the structure, and maximum rebar stress were all extracted.

**Results**

Reducing the bay length from 18 to 10 ft was found to have a minor influence on the behavior of frame piers subjected to temperature and shrinkage effects. The frame pier with a shorter bay length was slightly more susceptible to temperature and shrinkage effects, as summarized in Table 5.6.

### Table 5.6. Maximum FE results from the bay length case compared to the base case

<table>
<thead>
<tr>
<th>Bay Length (ft)</th>
<th>EI/L³ (kip/in.)</th>
<th>Shear (kip)</th>
<th>Moment (kip-ft)</th>
<th>Lateral Disp. (in.)</th>
<th>Cracking Strain (με)</th>
<th>Rebar Stress (ksi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>26.0</td>
<td>40.4</td>
<td>361.0</td>
<td>0.276</td>
<td>3,055</td>
<td>15.5</td>
</tr>
<tr>
<td>18.0</td>
<td>26.0</td>
<td>38.8</td>
<td>350.5</td>
<td>0.272</td>
<td>510</td>
<td>15.6</td>
</tr>
</tbody>
</table>

The shear and moment reactions were highest at the base of the exterior column at 3.9% and 3.0% greater, respectively, in the frame pier with 10 ft bays than those of the frame pier with 18 ft bays. Of significance, the plastic tensile strain was five times higher in the 10 ft bay model compared to the 18 ft model. This increase in cracking was attributed to the additional restraint at the top of the columns since the span of the cap beam was nearly cut in half and thus more able to resist rotation at the column tops. The distribution of cracking strain of the 10 ft bay length model is presented in Figure 5.27.
Another observation was that the downward vertical reaction at the exterior columns increased by 14.3%, indicating that the shorter bay length frame pier was less susceptible to experiencing uplift.

Discussion

Frame length was determined to significantly affect the demand of a frame pier under temperature and shrinkage effects. For example, increasing a 90 ft long frame pier by 108 ft (to a total length of 198 ft) increased the base shear at the exterior columns by 64%. However, reducing the column height of the same 90 ft long frame pier by just 5 ft (to a height of 15 ft) increased the base shear at the exterior columns by 75%. Furthermore, frame piers with 15 ft tall columns are more common than frame piers with a frame length of 198 ft. This shows that column stiffness can have a greater affect than frame length on the demand of a frame pier under these volumetric effects.

The ratio of flexural stiffness of the columns to that of the cap beam affects the location of cracking in frame piers. When the stiffness of the columns was greater than that of the cap beam (i.e., column stiffness was greater than about two times the cap beam stiffness), a vertical crack originating from the top of the cap beam formed above the outermost interior column. Because this crack is located at a point of negative moment in the cap beam, although not the widest, it could cause problems due to gravity loads increasing the width of the crack. However, vertical cracks in the cap beam were observed to reduce the demand on the columns.

Many of the cases analyzed with the calibrated FE model were compiled to observe the effectiveness of available metrics used to estimate the susceptibility of a frame to temperature or shrinkage effects. These metrics were used in other studies and bridge design guides. The maximum shear reactions from the numerical investigations were plotted against various metrics which were calculated for each frame pier geometry considered.
The first metric investigated was simply the length of the frame pier (measured from the centerline of the exterior column to the centerline of the exterior column). The results of this metric plotted against the numerical shear reactions is presented in Figure 5.28.

![Figure 5.28. Maximum shear reaction plotted against frame length](image)

As expected, relying only on frame length as a metric to determine susceptibility of a frame pier was not accurate enough. This is primarily because the column stiffness, which is determined to greatly affect the demand on the frame pier, was not accounted for in this metric.

Another metric considered was the ratio of the frame length to column height (i.e., L/H). This metric somewhat accounts for column stiffness, but neglects the cross-sectional shape of the column, which can significantly influence column stiffness. The results of the L/H metric plotted against the numerical shear reactions is presented in Figure 5.29.
This metric was a slight improvement over the frame length metric, as this metric had a more visible trend. However, this metric was still not accurate enough, as a significant component of column stiffness was unaccounted for.

Another metric considered was the $\frac{EI}{H^3}$, or $K_{approx}$, portion of lateral column stiffness multiplied by the frame length (i.e., $L \times K_{approx}$). This metric is plotted against the numerical shear reactions in Figure 5.30.
Figure 5.30. Maximum shear reaction plotted against the product of frame length and approximate lateral column stiffness

This metric was reasonably accurate at predicting susceptibility, apart from overestimating the shear demand of the stiff column shape cases. This can be attributed to neglecting the restraint of the cap beam at the top of the column. As the column stiffness increased, the effect of restraint provided by the cap beam diminished. Since column flexural stiffness was calculated differently than column lateral stiffness, the $L \times K_{approx}$ metric failed to account for the effect of this restraint. Additionally, this metric did not account for the rotational stiffness at the column base.

The final metric investigated used a more robust value for the column’s lateral stiffness. In this metric, lateral column stiffness was calculated as follows (Schultz 1992):

$$K_{fixed} = \left( \frac{12EI}{H^3} \right) \left( \frac{k_c + \sum k_{ga}}{4k_c + \sum k_{ga}} \right)$$  \hspace{1cm} (5.2)

$$k_c = \frac{E_{column} I_{column}}{H}$$  \hspace{1cm} (5.3)

$$k_g = \frac{E_{cap} I_{cap}}{L_{bay}}$$  \hspace{1cm} (5.4)

where $K_{fixed}$ is the lateral stiffness of the column assuming a fixed base, $E$ is the modulus of elasticity of the column, $I$ is the moment inertia of the column, $H$ is the height of the column, $k_c$ is the flexural stiffness of the column, and $\sum k_{ga}$ is the sum of the flexural stiffnesses of the beams connecting to the top of the column. The final metric considered was the product of the
length of the frame and $K_{fixed}$. This metric is plotted against the numerical shear reactions in Figure 5.31.

![Graph showing shear reaction plotted against $L*K_{fixed}$](image)

**Figure 5.31. Maximum shear reaction plotted against the product of frame length and lateral column stiffness assuming a fixed base**

Despite this metric treating the column bases as fixed, shear susceptibility was most accurately predicted in this metric compared to all other metrics investigated.

The results of investigating various metrics to predict the susceptibility of a frame pier to temperature and shrinkage effects show which factors of a frame pier most significantly affect its susceptibility to temperature and shrinkage effects. Column stiffness, frame length, and end restraints of the column must be considered to accurately predict a frame pier’s susceptibility to temperature and shrinkage effects. Any predictive metric missing one of these components can significantly miscalculate the susceptibility of frame piers subjected to volumetric changes.
CHAPTER 6. COMPARISON OF MODELS AND DESIGN CONSIDERATIONS

This chapter compares the results of a series of material and geometric nonlinear brick element FE models created using Abaqus CAE to the result of a series of corresponding linear elastic beam element FE models created using LARSA. Both sets of models were constructed to represent the same geometry, member sizes, gross section properties and effective boundary conditions identified in the parametric study. Both models were loaded with equivalent levels of dead load to represent the superstructure load applied to the bent and to capture the gravity portion of second order effects resulting from the displacements caused by in-plane thermal and shrinkage loading. However, the magnitude of the response influenced by the vertical gravity loads was not further investigated in either type of model nor explicitly compared between the models.

Nonlinear Model Parameters

The nonlinear FE model used shrinkage and thermal forces derived from field data records. The thermal range recorded in the field varied from a low temperature of 14.3°F to a high temperature of 85.7°F, which was a range of 71.4°F. Based on the data collected and reported in previous chapters, the mean material temperature was between 65°F and 75°F. With a midpoint of 70°F, this resulted in a temperature rise of approximately 15°F and a temperature fall of approximately 55°F.

For concrete structures, Iowa DOT Bridge Design Manual (BDM), Section 6.6.2.12.2, specifies a design thermal range of 100°F centered on a mean material temperature of 50°F at the time of construction, i.e., a material temperature drop or rise of 50°F may occur over the life of the structure. Therefore, the nonlinear FE model captured approximately 110% of the 50°F drop in temperature specified as part of the design temperature range prescribed by the Iowa DOT BDM.

The concrete strength in the nonlinear FE model was based on field data with a measured 28-day compressive strength of just over 5 ksi. Correspondingly, the material properties of the linear elastic model were based on concrete with a 28-day compression strength of 5.0 ksi. The effects of shrinkage were incorporated into the nonlinear FE model using field data and construction staging as previously described. The linear elastic model considered shrinkage in accordance with the Iowa DOT BDM and used a shrinkage coefficient of 0.0002.

Results and Comparison to the Linear FE Model

A comparison and discussion of results between the two sets of models for five of the parametric cases follows. The parametric cases were typically based on a pier frame with 18 ft column spacing, 32 in. square columns and 90 ft between exterior columns as described in previous chapters. For the Iowa DOT, standard bridges typically have similar column spacing; however, the overall length of a pier is based on bridge width and skew angle with a frame length of 90 ft on the larger end of the range of typical pier lengths.
Thermal strain associated with material temperature change is a function of the thermal coefficient of the material. The thermal coefficient of concrete is 0.000006 in./in./°F, and this coefficient was applied in both the nonlinear and linear elastic models. The shrinkage strain applied in the nonlinear models was based on material properties and data gathered from field monitoring while the shrinkage strain applied to the linear elastic models was 0.0002 in./in. as specified in the Iowa BDM, Section 6.6.2.14.

Strains associated with a rise in temperature act in the opposite direction of shrinkage strains while strains associated with a drop in temperature are additive to shrinkage strains. As discussed in previous chapters, the controlling strain case measured in the field was associated with summer construction (i.e., the concrete was cast during the summer, at a time of higher temperatures) coupled with the drop in temperature that later occurred in the winter.

For the cases discussed later representing the combined effects of thermal contraction and concrete shrinkage, the lateral displacements occurring at the tops of the exterior columns predicted by the linear elastic models were nearly identical to those predicted by the nonlinear models, indicating that, although the field-observed temperature drop of 55°F was 110% of the Iowa DOT BDM-specified design temperature drop of 50°F, the field-observed effects of concrete shrinkage appear to have been slightly smaller than the Iowa DOT BDM-specified shrinkage by a similar magnitude.

This study used soil springs to represent the rotational flexibility of the foundation at the base of the columns, as described as an optional method to relieve internal forces in the Iowa BDM, Section 6.6.2.12.3. This effectively provided some relief of the in-plane thermal and shrinkage forces by representing additional flexibility in the overall structural system. This approach was determined to be adequate in representing the rotational stiffness at the base of the columns through the validation of the FE model with the field data. However, it does take BDM 6.6.2.12.3 out of context. This article of the BDM is meant to address out-of-plane TU forces, not in-plane forces.

An overarching design consideration for the various models was whether the column section properties used in the analyses represent the cracked or gross moment of inertia. In the ninth edition of the AASHTO Load and Resistance Factor Design (LRFD) Bridge Design Specifications (AASHTO BDS), Article 3.4.1 states, “When a refined analysis is completed for concrete substructures in the strength limit state, a value of 1.0 for $\gamma_{TU}$ shall be used in conjunction with a partially cracked moment of inertia determined by analysis. For concrete substructures in the strength limit state, the value of 0.50 for $\gamma_{PS}$, $\gamma_{CR}$, and $\gamma_{SH}$ may similarly be used when calculating force effects in nonsegmental structures, but shall be taken in conjunction with the gross moment of inertia in the columns or piers.” The nonlinear Abaqus models incorporated the ability to model cracked sections and material nonlinearity; therefore, displacement-driven loading effects such as thermal expansion/contraction and concrete shrinkage should be factored using $\gamma_{TU}$ and $\gamma_{SH}$ load factors of 1.0. Meanwhile, the linear elastic LARSA models featured column section properties based on the gross moment of inertia, with no consideration of concrete cracking or other nonlinear material behavior and would therefore be used in conjunction with $\gamma_{TU}$ and $\gamma_{SH}$ load factors of 0.5.
The tables that follow show the results from the parametric studies performed with both the linear elastic and nonlinear models. The results are shown for the top of the exterior column at the interface with the cap. When evaluating the results, a shear or moment ratio between the nonlinear model and the linear elastic model of 0.5 equates to perfect correlation with the AASHTO load factor discussion above, and a ratio of 1.0 signifies the same for displacement. A larger ratio represents areas where the AASHTO load factors may be unconservative while a smaller ratio represents the opposite.

The models used a frame length of 90 ft for all the cases, unless indicated below. Column heights are provided in each table to indicate which parametric run the results were taken from. To correlate the results with real world applications, column heights were typically 15 ft or greater for roadway crossings and taller for railroad crossings, but in some cases the column heights for stream crossing bridges were shorter. The column dimensions used in these models were 32 in. by 32 in. Iowa DOT typically uses round columns, but the moment of inertia, cross-sectional area, and shear area for a 32 in. square column (4.214 ft^4, 7.111 ft^2, and 5.926 ft^2, respectively) approximately correspond to the moment of inertia, cross sectional area, and shear area of a 38 in. diameter round column (4.936 ft^4, 7.876 ft^2, and 7.088 ft^2, respectively), which is in the range of typical column sizes used in Iowa DOT bridges per the Iowa DOT BDM, Section 6.6.4.1.2.

Table 6.1 contains the results and comparison ratios of the parametric study based on varying the height of the columns in the linear elastic and nonlinear models.

### Table 6.1. Comparison of results from the column height cases

<table>
<thead>
<tr>
<th>EI/L^3 (kip/in.)</th>
<th>Column Height (ft)</th>
<th>NL ABAQUS Model Results</th>
<th>LE LARSA Model Results</th>
<th>Ratio NL/LE</th>
<th>Shear (kip)</th>
<th>Moment (kip-ft)</th>
<th>Lateral Disp. (in.)</th>
<th>Shear (kip)</th>
<th>Moment (kip-ft)</th>
<th>Lateral Disp. (in.)</th>
<th>Shear</th>
<th>Moment</th>
<th>Lateral Disp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>207.9</td>
<td>10.0</td>
<td>129</td>
<td>622</td>
<td>0.253</td>
<td>241</td>
<td>1589</td>
<td>0.245</td>
<td>0.53</td>
<td>0.39</td>
<td>1.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>156.2</td>
<td>11.0</td>
<td>114</td>
<td>604</td>
<td>0.256</td>
<td>198</td>
<td>1409</td>
<td>0.249</td>
<td>0.57</td>
<td>0.43</td>
<td>1.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61.6</td>
<td>15.0</td>
<td>68</td>
<td>472</td>
<td>0.266</td>
<td>98</td>
<td>905</td>
<td>0.260</td>
<td>0.69</td>
<td>0.52</td>
<td>1.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26.0</td>
<td>20.0</td>
<td>39</td>
<td>351</td>
<td>0.272</td>
<td>48</td>
<td>568</td>
<td>0.265</td>
<td>0.81</td>
<td>0.62</td>
<td>1.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.5</td>
<td>27.8</td>
<td>18</td>
<td>224</td>
<td>0.277</td>
<td>20</td>
<td>316</td>
<td>0.268</td>
<td>0.90</td>
<td>0.71</td>
<td>1.03</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The comparison ratios for lateral displacement were consistently within 3% of 1.0, indicating the top of column displacements occurring in the linear elastic FE models closely matched those of the nonlinear FE models and the field observations. This shows that the imposed strain in the bent caps was the same in both the linear elastic and nonlinear models, allowing direct comparison of the moment and shear results between the two models on a consistent basis. The comparison ratios for moment and shear ranged from the conservative (ratio < 0.5) to significantly unconservative (ratio > 0.5) depending on the column height and the loading effect in question (i.e., moment or shear). The taller columns had the less conservative results, indicating and as shown in the previous chapters, there was less cracking seen in the results from the nonlinear models.
Table 6.2 contains the results and comparison ratios of the parametric study based on varying the shape of the columns in the linear elastic and nonlinear models.

### Table 6.2. Comparison of results from the column shape cases

<table>
<thead>
<tr>
<th>EI/L^3 (kip/in.)</th>
<th>Moment of Inertia (ft^4)</th>
<th>NL Abaqus Model Results</th>
<th>LE LARSA Model Results</th>
<th>Ratio NL/LE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shear (kip)</td>
<td>Moment (kip-ft)</td>
<td>Lateral Disp. (in.)</td>
<td>Shear (kip)</td>
</tr>
<tr>
<td>26.0</td>
<td>4.2</td>
<td>39</td>
<td>351</td>
<td>0.272</td>
</tr>
<tr>
<td>87.7</td>
<td>14.2</td>
<td>65</td>
<td>496</td>
<td>0.264</td>
</tr>
<tr>
<td>139.3</td>
<td>22.6</td>
<td>76</td>
<td>519</td>
<td>0.258</td>
</tr>
<tr>
<td>207.9</td>
<td>33.7</td>
<td>83</td>
<td>521</td>
<td>0.253</td>
</tr>
<tr>
<td>296.0</td>
<td>48.00</td>
<td>96</td>
<td>507</td>
<td>0.243</td>
</tr>
</tbody>
</table>

Larger diameter columns correspond to larger values of the column stiffness term, EI/L^3, corresponding to a stiffer frame overall. The results of the study comparing a nonlinear model to a linear elastic model predicted that column shears and moments show a greater discrepancy between the linear elastic and nonlinear model results when stiffer columns are used. This was also investigated in a parametric study where column size was varied for a given column height. The width of the column parallel to the pier cap was increased while the other dimension was held constant. Larger columns are often used in Iowa as warranted, such as for aesthetic considerations. As the columns become stiffer, column moments in the linear elastic model increased more rapidly than in the nonlinear model.

The study also investigated the effects of linearly varying the height of an individual column within the frame. The height of the tallest of the five columns in the pier is shown in Table 6.3. The column heights along the pier were consecutively decreased by 1 ft for a total difference in height of 5 ft between the two ends of the pier. Table 6.3 shows the results from the two column height cases investigated. A frame length of 90 ft and a column moment of inertia of 26.0 ft^4 was used for all the cases. While the differences were relatively minor between the varied and uniform cases, the results were opposite for the two cases. For the 15 ft column height, the uniform height generated larger moments and shear, while, for the 20 ft column height, the linearly varied model controlled the results. With only two data points, the amount of data was inadequate to form a conclusion from this parametric study.
Table 6.3. Comparison of results from the linearly varied stiffness compared to the uniform stiffness

<table>
<thead>
<tr>
<th>Column Stiffness Case</th>
<th>Column Height (ft)</th>
<th>NL Abaqus Model Results</th>
<th>LE LARSA Model Results</th>
<th>Ratio NL/LE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Shear (kip)</td>
<td>Moment (kip-ft)</td>
<td>Lateral Disp. (in.)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shear (kip)</td>
<td>Moment (kip-ft)</td>
<td>Lateral Disp. (in.)</td>
</tr>
<tr>
<td>Linearly Varied</td>
<td>15.0</td>
<td>61</td>
<td>423</td>
<td>0.231</td>
</tr>
<tr>
<td>Uniform</td>
<td>15.0</td>
<td>68</td>
<td>472</td>
<td>0.266</td>
</tr>
<tr>
<td>Linearly Varied</td>
<td>20.0</td>
<td>43</td>
<td>390</td>
<td>0.307</td>
</tr>
<tr>
<td>Uniform</td>
<td>20.0</td>
<td>39</td>
<td>351</td>
<td>0.272</td>
</tr>
</tbody>
</table>

Table 6.4 shows the results of the investigation into the effect of the spacing between columns, also known as the bay length.

Table 6.4. Comparison of results from the bay length case compared to the base case

<table>
<thead>
<tr>
<th>Bay Length (ft)</th>
<th>EI/L³ (kip/in.)</th>
<th>NL Abaqus Model Results</th>
<th>LE LARSA Model Results</th>
<th>Ratio NL/LE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Shear (kip)</td>
<td>Moment (kip-ft)</td>
<td>Lateral Disp. (in.)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shear (kip)</td>
<td>Moment (kip-ft)</td>
<td>Lateral Disp. (in.)</td>
</tr>
<tr>
<td>10.0</td>
<td>26.0</td>
<td>40</td>
<td>361</td>
<td>0.276</td>
</tr>
<tr>
<td>18.0</td>
<td>26.0</td>
<td>39</td>
<td>351</td>
<td>0.272</td>
</tr>
</tbody>
</table>

A frame length of 90 ft and a column height of 20 ft were used for all of the cases. This evaluation captured the differences between nine column spaces at 10 ft on center and five column spaces 18 ft on center. The results indicated the number of columns equally spaced between the exterior columns affected the maximum thermal and shrinkage forces developed less than in the other cases previously developed.

Table 6.5 contains the results and comparison ratios of the parametric study based on varying the length of the frame in the linear elastic and nonlinear models.
### Summary

In summary, typical frame piers used in Iowa have historically been designed for thermal and shrinkage forces using the AASHTO BDS and the Iowa DOT BDM. This study investigated the loads imparted on these piers based on gathered field data and calibrated geometric nonlinear brick element FE models created using Abaqus CAE for a variety of different geometric configurations.

These results were then compared to results from the same geometric configurations analyzed using linear elastic beam element FE models created using LARSA and representing the traditional method of frame pier analysis. The results and ratios between the models did not fall within tightly defined parameters.

Some conclusions that can be drawn include the following. The stiffer a frame pier, the more conservative the AASHTO load factors for linear elastic models using gross section properties become. This does not necessarily make the use of linear elastic models using gross section properties not applicable for more flexible piers. This study dealt with in-plane thermal and shrinkage forces and engineering judgement needs to be applied to the results of any pier analysis to assess the magnitude of the effect that these in-plane forces represent in a controlling load combination. This is particularly true for taller, more flexible piers where the magnitude of
the in-plane thermal and shrinkage loads, when compared to other forces acting on the pier, may not significantly affect the design.

Additionally, the Iowa DOT BDM, Section 6.6.2.12.1, calls attention to the additional consideration necessary for the design of in-plane forces on unusual pier types in the following statement: “… conditions such as highly irregular span lengths, large variations in pier heights or stiffnesses, skews greater than 30 degrees, unusually large deck widths, unusual bearings or combinations of bearings, and unusual pier types will require special analysis and consultation with the supervising Unit Leader.” For these cases in particular, but for all pier design, consideration should be given to the following:

- Is the pier routine? The above paragraph lists a variety of conditions that, if present, would potentially indicate the pier is not routine. If none of these conditions are present, the pier should be considered routine for Iowa and designed using the Iowa BDM thermal and shrinkage guidance. Note that this study did not find discrepancy with this approach because the frame length of 90 ft used in the study would represent an “unusually large deck width or a skew greater than 30 degrees” and thus not be considered routine.
- Is the magnitude of the in-plane thermal and shrinkage loads prohibitive to the design or do they represent a significant portion of any of the load groups? If the answer is “no” to both questions, through the use of engineering judgement, it may be stated that the differences observed in this study would not significantly affect the design of the pier, and a pier designed using the Iowa BDM thermal and shrinkage guidance would be adequate.

If the above two questions do not describe the pier, it is likely non-standard and would need more refined analysis. This refined analysis can be done in several different ways.

For example, a nonlinear model similar to the one used for this study may be used. Also applicable is a linear elastic model(s) using cracked section properties where each load group indicates the column has cracked. This is an iterative approach as the model will often vary between load groups based on the extent of cracking anticipated. Alternatively, detailing changes to the pier, such as breaking a long pier into separate shorter piers, detailing hinges at the bases of columns, and further analysis into the rigidity assumed for the foundation, may all be used to reduce the thermal and shrinkage demands.

The approaches indicated in the previous paragraph would also need a value of 1.0 for the AASHTO load factors $\gamma_{PS}$, $\gamma_{CR}$, and $\gamma_{SH}$, which could potentially provide a more accurate model of the behavior for the frame pier. Finally, other load types may impart forces that could locally induce cracking in the concrete. For these cases, the use of cracked section properties in the regions anticipated to crack is necessary to capture the second order effects from vertical loads on the frame pier. Therefore, the designer should consider and evaluate the responses of the pier as a whole when determining the methods of analysis and the corresponding AASHTO load factors.
CHAPTER 7. CONCLUSIONS

This research project aimed to understand the structural behavior of frame piers under shrinkage and temperature effects. Several frame piers in Iowa were selected to be visually inspected or have their historical inspection reports reviewed. These frame piers were selected based on their expected susceptibility to temperature and shrinkage effects. From the inspections and inspection reports, very few of the frame piers showed any notable signs of damage. While the inspections suggested that frame piers in Iowa are sufficiently designed for shrinkage and temperature effects, additional field monitoring was needed to obtain insight into the actual magnitude and progression of shrinkage and temperature effects.

To address the relevant research questions, two frame piers were instrumented for long-term monitoring. For the frame piers instrumented, the columns were identified as more susceptible to temperature and shrinkage effects than the cap beam. The data from the instrumented frame piers were also utilized to validate a set of FE models that were developed in Abaqus to simulate shrinkage, creep, and thermal strains that the frame piers experience.

This study incorporated the ACI 209R shrinkage and creep model into the FE models. The ACI model was first calibrated with published experimental results and experiments performed on concrete samples collected from the construction of a frame pier in Iowa. The developed base model was then validated through comparison with field data collected from instrumented frame piers. The modeling process and details were determined to accurately capture how the frame piers responded to shrinkage, creep, and temperature effects.

Contraction of the frame piers was determined to be more critical than expansion. The worst casting time for a frame pier in Iowa was established to be any hot day in summer, particularly in June and July, due to the combined effects of shrinkage and temperature. The frame piers were found to experience the highest demand from temperature and shrinkage effects on cold days in winter, such as those in late January.

Several frame pier geometries were investigated with the validated FE model to identify geometries susceptible to temperature and shrinkage effects. Frame piers that had stiffer exterior than interior columns, stiffer interior than exterior columns, and linearly varied column stiffnesses were determined to not be any more susceptible to volumetric changes than frame piers with uniform columns. Furthermore, bay length was observed to have minimal effect on the susceptibility of frame piers to these effects.

The lateral stiffness of the columns, the length of the frame, and the flexural stiffness of the cap beam were found to be the most important factors in determining the susceptibility of a frame pier to temperature and shrinkage effects. The most critical factor was the lateral stiffness of the columns. High column stiffness, whether due to the cross-sectional shape of the column or the column height, can affect the demand on a frame pier due to volumetric changes more than the frame length. However, frame length was also determined to be an important factor given exceptionally long frames with moderately stiff columns were determined to develop high internal forces due to shrinkage and temperature effects.
Finally, the flexural stiffness of the cap beam was determined to affect the formation of cracks in the pier. Cap beams with lower flexural stiffness than the columns experienced vertical cracking in the cap beam itself, while cap beams with higher flexural stiffness than the columns experienced horizontal cracking at the column-beam interface. The most reliable metric considered to identify frame pier susceptibility to volumetric changes was the frame length multiplied by the column stiffness, treating the base of the column as fixed and accounting for the restraint provided by the cap beam.

This study concluded with the development of a simplistic procedure to account for temperature and shrinkage effects in frame piers. This simplistic model covered various parametric cases, following the guidance in the Iowa DOT BDM. To compare linear elastic versus complex nonlinear models, the same pier geometries and material properties were modeled. The results showed very good correlation on lateral displacement in the cases investigated, validating the comparable strains from thermal and shrinkage loading between the models.

However, the moments and shears from the linear analysis were larger, but by varying magnitudes, than the values from the nonlinear models. Per AASHTO, the linear analysis using gross section properties is allowed to use a 0.5 load factor, while the refined nonlinear analysis requires a 1.0 load factor. For some of the cases, there was good correlation between these values. However, outliers were also apparent. For example, in cases where the interior and exterior columns varied in thickness, the nonlinear model captured the cracking of the cap to relieve stresses, particularly when the moment of inertia of the columns became much larger than the cap. For cases like this, a more refined analysis similar to options discussed in this report are recommended.
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